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Abstract

This dissertation consists of two unrelated parts: an analysis of resonance modes from tsunarnis

and potential meteotsunamis, and an analysis of tropical instability vortices (TIVs) and fronts.

In the first part, the resonant response of tsunamis and possible meteotsunamis is examined.
The 2011 Tohoku tsunami described from surface currents in high-frequency Doppler radio
(HFDR) data and model simulations has two modes over Penguin Bank: a stronger mode with
one larger and stronger antinode on the southern part of the bank and a weaker, smaller antin-
ode of opposite polarity on the northern part with 43-min oscillations, and a weaker mode with
two relatively equal antinodes of opposite polarity situated in a north-south fashion on the bank
with oscillations with periods between 15 and 30 min. Resonance modes depend on local features
of bathymetry and coastlines, not the excitation force; other seismic tsunamis as well as meteot-
sunamis, or long-period waves caused by atmospheric pressure anomalies interacting resonantly
with the ocean surface, would be expected to excite the same modes. A search in 29-mo of data
using the 2011 Tohoku tsunami modes as a spatial filter not only did not detect any likely meteo-
tsunami events, but it failed to detect two other, weaker, seismic tsunamis that occurred. The
HFDR used was not optimally positioned to detect currents on Penguin Bank, and the inverse re-
lationship between time step width and velocity resolution in all HFDRs means this instrument
could only detect stronger currents in the resonance modes. In response, it is recommended that
Penguin Bank be instrumented with five moorings, each with an upward-looking ADCP and a
bottom pressure sensor, at locations chosen based on modeled resonance modes that would allow

in-situ detection of resonance mode oscillations; also, another HFDR could be placed in a more



optimal position to detect currents on Penguin Bank. Additionally, changes to the currently-

installed HFDR and modeling of meteotsunamis in the Hawai‘ian Islands is recommended.

In the second part, the fronts, frontal instabilities, and cross-frontal differences in TIVs are ex-
amined. TIVs are 500-km diameter anticyclones with Rossby number ~ —1 on the North Equa-
torial Front that swirl colder, upwelled equatorial waters northward on their western flanks and
advect warmer surface water of I'TCZ-origin to the south on their eastern flanks. This swirling
creates a cusp of colder water that extends northward of the mean meridional position of the
North Equatorial Front with two roughly north-south fronts separating water of different temper-
atures, salinities, and densities: the leading front on the western side of the cusp separates warm,
fresh, less-dense water to the west from the cold, salty, more-dense water in the cusp to the east,
while the trailing front on the eastern side of the cusp separates cold cusp water to the west from
warmer water to the east. The fronts are rotated and deformed by the swirling currents and si-
multaneously develop waves, cusps, and breaks due to shear current instabilities. The orientation
of TIV fronts, which changes by advection of swirling large-scale currents, means that winds gen-
erally support frontogenesis on the trailing front, but either oppose frontogenesis or have little
impact on leading fronts. Temperature effects on the wind, including changes in wind speed and
drag coefficient, typically explain surface roughness differences across leading fronts, but some of
the trailing fronts have large enough differences in currents that can overpower that effect. Cur-
rents around sub-mesoscale fronts within TIVs evolve as the fronts are advected. TIV fronts and
frontal instabilities should be modeled to determine specifically which shear current instability is
present and the amount of energy and heat involved. Wind estimates derived from SAR can be
significantly altered by a difference in the currents across the front. SAR can be used to observe

sub-mesoscale fronts and frontal instabilities.
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Chapter 1

Introduction

This dissertation consists of two unrelated parts: an analysis of resonance modes from tsunamis

and potential meteotsunamis, and an analysis of tropical instability vortices (TIVs) and fronts.

In the first part, I will examine the resonant response of surface currents in the Hawai‘ian Is-
lands to seismic tsunamis and possible meteotsunamis. Chapter 2 contains a full introduction, but
in summary, seismic tsunamis cause a resonant response when the waves arrive in the Hawai‘ian
Islands, exciting a suite of modes all around the archipelago but especially on Penguin Bank, a
50-m deep submerged bank extending westward from the island of Moloka‘i that acts as a probe
to island chain resonance modes. These modes are dependent on local features such as bathy-
metry and coastlines, not on the excitation force; thus other events can cause these same reso-
nance modes to excite, and an examination of mode excitation can isolate both seismic and mete-

orological tsunamis.

The resonant response of the 2011 Tohoku tsunami described in Chapter 3 (a modified ver-
sion of Benjamin et al. [2016]) from surface currents from high-frequency Doppler radio (HFDR)
and model simulations has two modes over Penguin Bank: a stronger mode with one larger and
stronger antinode on the southern part of the bank and a weaker, smaller antinode of opposite
polarity on the northern part with 43-min period oscillations, and a weaker mode with two rela-

tively equal antinodes of opposite polarity situated in a north-south fashion on the bank with os-



cillations with several periods between 15 and 30 min. The first of these modes is also present in
tide gauge and deep-ocean assessment and reporting of tsunamis (DART) buoy sea level records
which both have the highest spectral amplitudes at 43 min. Near the shore, in the west there are
strong oscillations with a period of 43 min with agreement between the model and the observa-
tions, while in the east the HFDR currents have much longer periods than the model currents and

show little agreement.

Because other excitation forces would activate the same resonance modes as the 2011 Tohoku
tsunami, a 29-mo record of surface currents from the same HFDR that recorded that tsunami was
spatially filtered using the resonance modes from the tsunami to look for further excitation events
in Chapter 4. While filtering the data based on spectral amplitudes at the periods of the tsunami
modes identified 76 possible excitation events, further examination of those events showed that
none were actual resonance mode activations with clear oscillations at specific, well-defined peri-
ods with a well-defined spatial structure over Penguin Bank, despite two other seismic tsunamis
having occurred during the study time frame. The fact that no meteotsunami events were found
in the HFDR data does not necessarily indicate that none occurred; during reprocessing to ob-
tain the required temporal resolution, the velocity resolution of the HFDR surface currents more
than doubles from approximately 3 cm/s to 7 cm/s, preventing weak oscillation events from being
detected. Additionally, even in the eastern Adriatic Sea where meteotsunamis are relatively com-
mon, only 17 strong events occurred in a 90 year span. In response to this lack of detected events,
it is suggested that five moorings with acoustic Doppler current profilers (ADCPs) and pressure
sensors on Penguin Bank and an additional HFDR on Moloka‘i would have a better combination
of velocity and time resolution to detect the resonance modes, and observations could then in-
clude sea level. The second HFDR would be oriented optimally to view Penguin Bank and would
allow reconstruction of full two-dimensional vector currents when combined with radial currents
from the existing HFDR, instrument. This part ends with conclusions and final thoughts in Chap-

ter 5.

In the second part, I will examine the fronts, frontal instabilities, and cross-front differences in

TIVs in the Equatorial Pacific Ocean. An extensive introduction is in Chapter 6, but briefly, TTVs



are 500-km diameter anticyclones with Rossby number ~ —1 on the North Equatorial Front that
swirl colder, upwelled equatorial waters northward on their western flanks and advect warmer
surface water of ITCZ-origin to the south on their eastern flanks. This swirling creates a cusp

of colder water that extends northward of the mean meridional position of the North Equatorial
Front with two roughly north-south fronts separating water of different temperatures, salinities,
and densities: the leading front on the western side of the cusp separates warm, fresh, less-dense
water to the west from the cold, salty, more-dense water in the cusp to the east, while the trailing
front on the eastern side of the cusp separates cold cusp water to the west from warmer water to

the east.

A mesoscale picture of a TIV from satellite sea surface temperature (SST) and sea surface
height anomaly (SSHA) data in a frame of reference moving with the vortex in Chapter 7 shows
that, while the SSHA field composites nicely into a static image, high variability in the SST fields
due to swirling currents as well as missing data due to cloud cover results in significant smear-
ing; individual snapshots represent the temperature field much more accurately and expose the
high variability in a single TIV over time and between different TIVs. The evolution of a trail-
ing front shown in three sequential synthetic aperture radar (SAR) images in Chapter 8 shows
that the fronts are advected with the TIV while being rotated and deformed by the swirling cur-
rents. Additionally, the front in the last of the three images has developed cusps and waves on
sub-mesoscales, signs of instability; many other SAR images of both leading and trailing fronts
show evidence of instabilities as well. Possible instability mechanisms are explained and examined
using ADCP and conductivity-temperature-depth (CTD) data from cruise crossings of TIV fronts

and sub-mesoscale model results.

SAR can not only detect fronts themselves due to increased roughness from more frequent wave
breaking due to frontal convergence, but different processes and forcings on the two sides of the
front may create visible signatures in the images. Differences in back-scatter intensity across a
front in SAR images are attributed in Chapter 9 to winds affected by the SST front for the lead-
ing front but not necessarily on the trailing front, where back-scatter differences are sometimes

opposite from what is anticipated based on SST; in these situations, currents with different mag-



nitudes and directions are capable of producing the observed back-scatter intensity differences.
The currents are also shown to be different on the two sides of the front when the surface wave

fields are inverted to retrieve surface currents. Conclusions and final thoughts are in Chapter 10.



Part 1

Resonance modes of tsunamis and

potential meteotsunamis



Chapter 2

Part 1 introduction

Harbors, enclosed inlets, coastal shelves, and other areas defined by bathymetry and coastlines
can trap wave energy in patterns of standing waves called resonance modes. The spatial structure
and oscillatory periods of these modes are determined by the spatial dimensions and boundaries
of the oscillating area; when incoming waves have periods very near the characteristic periods of
the resonance modes, the energy is trapped and amplified, where it may linger for hours or days.

Resonance modes can be excited by a variety of processes, including tsunamis.

Tsunamis are shallow water waves with very long wavelengths (typically > 200 km) and peri-
ods (5 min to 2 h) that are triggered by earthquakes, landslides, and other processes that cause
sudden displacement of water in the entire water column; the response to this displacement is to
radiate waves in all directions. Tsunamis are shallow water waves even in full ocean depth due
to their long wavelengths, and they refract towards the perpendicular of large-scale isobaths, re-
fracting around islands, dispersing or focusing tsunami energy depending on seafloor character-
istics, and even diffracting between the islands in an archipelago. All of this makes the resulting
wave landscape extremely complex. When tsunami waves shoal, they slow, and wave heights in-
crease dramatically; that, plus the fact that the first wave is not necessarily the largest and that

the trough may arrive first can make tsunamis very dangerous to coastal populations.



Tsunamis are not frequent, but they have been studied extensively using sea level observations
with tide gauges [e.g., Allan et al., 2012|, and satellite altimetry [e.g., Hamlington et al., 2012|,
sea level modeling [e.g., Munger and Cheung, 2008|, ocean current observations with acoustic Do-
ppler current profilers (ADCPs) [e.g., Borrero et al., 2013], modeled surface currents |e.g., Che-
ung et al., 2013|, and high-frequency Doppler radio (HFDR) surface currents [e.g., Dzvonkov-
skaya et al., 2011]. HFDR-derived surface currents were used to observe the 40 to 46 min periodic
resonant response of the Kii Channel in Japan [Hinata et al., 2011] following the 2011 Tohoku

tsunami.

The resonant response of the Hawai‘ian Islands following the 2011 Tohoku tsunami is investi-
gated in Chapter 3 [also published as Benjamin et al., 2016]. HFDR data from an instrument on
O‘ahu’s south shore were used to map the surface currents from the 2011 Tohoku tsunami over
the 50-m deep submerged Penguin Bank. Past modeling studies had shown that several modes
are expressed throughout the island chain but have the strongest expression on Penguin Bank
[Cheung et al., 2013; Munger and Cheung, 2008], which is thus a probe into tsunami activity in
Hawai‘i; however, there had been limited observational data available for validating the model
results, particularly the spatial structure of the modes. The first tsunami waves created by a
moment-magnitude 9.0 earthquake off the east coast of Japan arrived in Hawai‘i just after 1300
UTC on day 70 of 2011. At that time, strong oscillations with a primary period of ~43 min ap-
peared on Penguin Bank, most notably on the southern part of the bank’s crest. The tsunami-
excited resonance modes of Penguin Bank were obtained through empirical orthogonal function
(EOF) analysis [Appendix B], and the first two EOFs representing a total of 74% of the variance
in the data and 69% in the model agree very well with model simulations in the spatial struc-
ture, frequency content, and timeseries data. The first EOF has north-south asymmetry in spa-
tial antinode size and intensity, with a larger, more intense antinode on the south part of the crest
oscillating with a clear 43-min period; this is also present in tide gauge and deep-ocean assess-
ment and reporting of tsunamis (DART) buoy sea level records which both have the highest spec-
tral amplitudes at 43 min. The second EOF has two antinodes of equal size and intensity on the

north and south parts of the bank with a complex mix of periods between 15 and 30 min. The



frequencies of both modes place them as island chain modes rather than local Penguin Bank reso-
nance modes, meaning they could have been excited when tsunami waves encountered other parts

of the island chain.

As noted earlier, resonance modes are dependent on local bathymetry and coastlines; one con-
sequence of their dependence on physical features of the location rather than the exciting force is
that other processes such as meteotsunamis and infragravity waves can also excite the coastal and

shelf resonance modes.

Meteotsunamis are long-period, long-wavelength shallow water ocean waves that are generated
by atmospheric pressure anomalies resonantly exciting the ocean surface. Four specific conditions
are needed for meteotsunamis to form [Figure 2.1|: 1) a traveling atmospheric pressure distur-
bance; 2) resonance between the atmospheric pressure disturbance and the ocean surface; 3) shelf
amplification; and 4) harbor resonance | Monserrat et al., 2008|. The atmospheric pressure distur-
bance can be either a single anomaly, such as a front or storm, or a wave, such as a ducted grav-
ity wave or a self-amplifying wave (i.e., wave-CISK, Conditional Instability of the Second Kind,
where uplift of moist air by a gravity wave causes amplification). If the atmospheric pressure dis-
turbance moves with the same velocity as shallow water gravity waves, Proudman resonance can
transfer energy resonantly to shallow water gravity waves and may amplify the wave amplitude
by up to a factor of five [.gepié et al., 2012]; Greenspan resonance can also occur, where the at-
mospheric pressure disturbance has a velocity close to that of one of the edge wave modes |Pat-
tiaratchi and Wijeratne, 2015]. Through these mechanisms, weaker atmospheric pressure distur-
bances can excite meteotsunamis: a pressure anomaly of 5 hPa moving over the ocean for 10 min
can be sufficient [Pattiaratchi and Wijeratne, 2015]. As the newly-formed ocean waves move onto
a shelf, shoaling and/or shelf resonance may cause amplification. Finally, as the amplified waves
reach harbors, resonance may again occur; amplification due to harbor resonance may be extreme,
especially for long, narrow harbors that trap energy. For example, a meteotsunami that reached
4.8 m in the back of Nagasaki Bay started as a 3 cm disturbance on the ocean surface [Monserrat

et al., 2008].



Meteotsunamis have been observed in numerous seas, lakes, channels, and harbors around the
world [Monserrat et al., 2008|, mostly with tide gauges. Meteotsunamis on the west coast of
Japan have been caused by a combination of gravity waves and wave-CISK [Tanaka, 2010]; har-
bor resonance in this area, particularly in Nagasaki Bay (such as in Figure 2.1), can create ex-
tremely high waves. Meteotsunamis have been formed by squall lines [New Jersey 2013, Florida
1992, and Louisiana 2008 by Lipa et al., 2013; Sallenger et al., 1995; Sheremet et al., 2016, re-
spectively|, but also by tropical storms [Newfoundland 1999 and 2000, Mercer et al., 2002]. In-
terestingly, one event in North America was also a reflection event [Lipa et al., 2013|, where the
atmospheric pressure disturbance moved away from the coast, and the shore-detected event was
a reflection from the continental shelf edge. In the Great Lakes, meteotsunamis can be forced
by atmospheric pressure disturbances, wind disturbances, or a combination of the two |Linares
et al., 2016] and are primarily associated with convective storm systems [Bechle et al., 2016]. Me-
teotsunamis are less rare in the Adriatic Sea, particularly in the islands off Croatia where there
have been 17 strong events between 1926 and 2016 [gepié et al., 2016]. This is because traveling
atmospheric pressure disturbances are frequent over the Adriatic, but also because shallow seas
allow Proudman resonance to amplify the resultant ocean disturbances [gepic’ et al., 2012]. Me-
teotsunamis occur in the wider Mediterranean Sea, such as in the Balearic Islands where atmo-
spheric pressure disturbances can create coastal trapped waves that then trigger harbor oscilla-
tions [e.g., Tintoré et al., 1988], or in Sicily where atmospheric systems excite resonance between
the Sicilian and Tunisian coasts |Candela et al., 1999]. Meteotsunamis in the mouth of a harbor
on New Zealand’s North Island are linked to the passage of large-scale low pressure systems |Gor-
ing, 2009]. Meteotsunamis have also been recorded in other areas including the Aegean Sea, the
Black Sea, the English Channel, the Baltic Sea, the Yellow Sea, the Pacific Northwest, and on the
Argentine Coast [Monserrat et al., 2008]. Most recently, the Hunga Tonga-Hunga Ha‘apai vol-
canic eruption of 15 January 2022 produced meteotsunamis; the shock wave in the atmosphere re-
sulting from the explosion caused sea level oscillations when it reached the Pacific coast of Mexico
before the seismically-generated tsunami [Ortiz-Huerta and Ortiz, 2022, and it produced multiple
pressure wave peaks visible in sea level in the Gulf of Mexico and Caribbean, where the seismic

tsunami did not reach |Ramirez-Herrera et al., 2022]
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Infragravity waves [Figure 2.2| are surface waves with frequencies between 0.004 Hz and 0.04
Hz, below the frequencies of wind-generated waves |Bertin et al., 2018]. Coastal reflection of in-
fragravity waves can lead to edge waves, and they can excite resonance in harbors [Okihiro et al.,
1993]. The likely mechanisms of formation are different for shallow and steeper bottom slopes.
For steep slopes, larger waves within a wave group break sooner, so there is a shift in the loca-
tion of the breakpoint within a wave group that produces a standing wave with longer periods
onshore of the breakpoint and a traveling wave offshore of the breakpoint [de Bakker et al., 2016].
For shallow slopes, the larger waves in a wave group move more water, creating a dip in sea level;
the opposite is true for the smaller waves. This long-period wave propagates with the group as a
bound wave until shoaling, when wave speeds change and the phase shift between the bound wave
and wave group changes. This allows energy to be transferred from the wave group to the long-
period wave, which is released and follows normal surface gravity wave dispersion [Bertin et al.,
2018|. Additionally, the short waves remaining after breaking reorganize themselves into bores,
and, because larger bores travel faster, they catch up to smaller, slower bores and merge with
them, resulting in increased wave periods and contributing to energy transfer to longer periods

[Bertin et al., 2018].

The excitation of resonance modes in the Hawai‘ian Islands by processes other than the 2011
Tohoku tsunami is explored in Chapter 4. Specifically, we seek to determine the frequency and
strength of resonance mode excitation, the distribution of triggering processes, and the spatial
and time scales involved. The local resonance modes over Penguin Bank are known through data
analysis and modeling (Chapter 3), so an examination of the activity of the modes might lead to
the detection of possible tsunami, meteotsunami, or infragravity wave events. Surface currents
over Penguin Bank during a 29-mo period from the same HFDR used to define the resonance
modes were decomposed using the known modes as a basis. An examination of the spectral con-
tent of the resulting time series of mode activity identified 76 possible mode excitation events.
More detailed analyses of the full spectrum, the raw timeseries of currents, and EOFs for each
possible event were inconclusive. None of the 76 possible events consisted of the full suite of ex-

pected features (except the 2011 Tohoku tsunami itself), and two other seismic tsunamis that oc-
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curred during the study period passed unnoticed. These two tsunamis were significantly weaker
than the 2011 Tohoku tsunami but were present in DART buoy and tide gauge data, indicating
that they were likely below the threshold of detection for the HFDR. In order to obtain the re-
quired temporal resolution through data reprocessing, the velocity resolution of the HFDR surface
currents more than doubles, preventing weak oscillation events from being detected. This is also a
possible explanation for the lack of meteotsunami events detected. To counter this limitation, the
placement of five moorings with ADCPs and pressure sensors on Penguin Bank and an additional
HFDR on Moloka‘i is suggested as the in-situ instruments have a better combination of velocity
and time resolution and would allow detection of modes in sea level as well as velocity. The sec-
ond HFDR would be oriented optimally to view Penguin Bank and would allow reconstruction of
full two-dimensional vector currents when combined with radial currents from the existing HFDR
instrument. One other possible factor in the lack of meteotsunami events is their infrequency:
while they are relatively common in the eastern Adriatic Sea, in terms of actual occurrences there
were 17 strong events in a 90 year period [gepié et al., 2016]. There is no guarantee that any me-

teotsunamis occurred in the 29-mo study period.

Chapter 5, the last of Part I, contains conclusions and a discussion of the possible implications.
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Figure 2.1: Reproduced from Monserrat et al. [2008], their figure 4. The process of meteo-
tsunami formation from a 3 hPa air pressure disturbance in the East China Sea to 4.8 m
oscillations in Nagasaki Bay, Japan.
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showing the instantaneous water depth resulting from two wave trains with slightly different fre-
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Chapter 3

The 2011 Tohoku tsunami south of
O‘ahu: High-frequency Doppler radio
observations and model simulations of

currents

Where it is shown that on a shallow submerged bank linked through bathymetry to the coast-
lines of an island archipelago, a strong far-field tsunami excites resonance modes in surface cur-
rents that are dependent on the local bathymetric and coastal features, which are observed by high-

frequency Doppler radio and accurately predicted by a non-hydrostatic wave model.

A modified version of this chapter was published as Benjamin et al. [2016].

3.1 Introduction

On day 70 of 2011 at 05:46 UTC, a moment-magnitude 9.0 earthquake struck off the coast of
Japan, with an epicenter 140 km east of Sendai and 373 km northeast of Tokyo. The earthquake

involved a 200-km long section of the Eurasian plate sliding 60 m along a 10° incline over the
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subducting Pacific Plate and generated a large tsunami | Yamazaki et al., 2011al. The sea level
measurement nearest to the epicenter, the Deep-ocean Assessment and Reporting of Tsunamis
(DART') buoy 21418, recorded a 1.75 m high tsunami wave in 4000 m of water. The near-field
tsunami devastated the northeast coast of the island of Honshu, with maximum run-up of 39.7
m near Miyako and inundation greater than 5 km on the Sendai Plain [Mori et al., 2008]. Nearly
16,000 people were killed, and almost 3,000 are still missing [National Police Agency of Japan,
2011]. The total damage in Japan is estimated at $156-$244 billion [Mimura et al., 2011].

Though not as devastating as the near-field tsunami, the far-field tsunami caused damage
around the Pacific, including in Hawai‘i |Fiedler et al., 2014|. In the Kuril Islands, a building was
flooded and ice deposited on the beaches [Kaistrenko et al., 2013]. In New Zealand, several har-
bors and vessels suffered minor damage [Borrero et al., 2013]. In the Galapagos Islands, several
buildings and coastal properties were flooded |Lynett et al., 2013|. There was some damage along
the West Coast of the United States, particularly to harbors and vessels as even small wave am-
plitudes can cause swift currents [Allan et al., 2012]. In Hawai‘i, strong currents damaged over
200 small vessels in Keehi Lagoon and some dock facilities; total damage was estimated at $30
million [Dunbar et al., 2011|. Additionally, King Kamehameha Hotel in Kailua-Kona, Hawai‘i Is-

land, was flooded [Stanton, 2011].

Strong currents caused most of the damage in Hawai‘i. Despite the dangers posed by tsunami
currents, they have not been studied until recently because the unpredictable generation of
tsunamis precludes the timely deployment of current meters. Fortuitous detection of tsunami cur-
rents with acoustic Doppler current profilers (ADCPs) allowed point comparison to modeled cur-
rents [Cheung et al., 2013; Yamazaki et al., 2012; Zhou et al., 2014], but observations were fairly
sparse; 25 point-measurement instruments were used to validate one tsunami model for the whole
~70,000 km? area surrounding the main Hawai‘ian Islands [Cheung et al., 2013]. There has been
no two-dimensional spatial comparisons of currents near the coast needed to validate model re-

sults, important for maritime hazard mapping.

High-frequency Doppler radios (HFDRs) can map surface currents over an area, measuring

the surface current radial to the instrument. Theoretical studies of the HFDR backscatter |Grilli
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et al., 2015; Gurgel et al., 2011| and particle velocities |Lipa et al., 2006] have shown its potential
for mapping tsunami currents, a concept first proposed by Barrick [1979]. The HFDR measure-
ment volumes are small (~1 km in range, ~10° in azimuth, ~1 m in depth) relative to the wave-

length of tsunamis so the currents within the volumes are relatively homogeneous.

Wave shoaling increases particle velocity, enabling detection of tsunami currents by HFDRs
in shallow areas, which may further exhibit signs of resonance if energy is trapped. The 2011
Tohoku tsunami was detected by HFDR in Chile [Dzvonkovskaya et al., 2011], multiple locations
along the U.S. West Coast and Japan |Lipa et al., 2011, 2012|, and in the Kii Channel in Japan
|Hinata et al., 2011]. These datasets were either insufficient to study resonance, or no such study
was performed despite model evidence for resonance [e.g. Yamazaki and Cheung, 2011; Yamazaki

et al., 2013].

During the Tohoku tsunami, an HFDR was operational on O‘ahu’s southeastern shore. Its cov-
erage extended beyond the shallow (50 m) Penguin Bank 20-40 km to the southeast. These ob-
servations provided an opportunity to detect currents excited by the tsunami, analyze the pat-
terns of resonance, and compare them with a model hindcast. Uniform incoming wave fronts are
not expected because waves are scattered by the Northwest Hawai‘ian Islands | Yamazaki et al.,
2012|. Instead, the resonant response and subsequent trapping of tsunami energy are expected to
dominate in the Hawai‘ian Islands. Previous models of tsunami responses have shown strong, pro-
longed, and complex resonant oscillations that depended less on the characteristics of individual
tsunamis and more on the natural resonant modes of the region |e.g. Munger and Cheung, 2008;
Roeber et al., 2010; Yamazaki and Cheung, 2011]. Several of the modes described have strong
antinodes over Penguin Bank or along O‘ahu’s south shore [Munger and Cheung, 2008, Figures 2
and 4]. Because the maximum of spectral amplitude lies over Penguin Bank, it is a place to probe

for resonant activity in the islands.

In this paper we provide an inter-comparison of the recorded HFDR currents of the Tohoku
tsunami with the model results of Cheung et al. [2013]. The model results, which have been val-
idated by point measurements of surface elevation and current around the Hawai‘ian Islands, ex-

hibit strong resonance oscillations over Penguin Bank. Section 2 describes the data and methodol-
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ogy. Section 3 contains the results and the discussion. Section 4 concludes and makes recommen-

dations for future work.

3.2 Data and methods

The WERA HFDR |Gurgel et al., 1999a,b] at Koko Head (KOK) detected radial currents
south of O‘ahu during the 2011 Tohoku tsunami [Figure 3.1| through the Bragg frequency. The
Doppler shift of electromagnetic waves Bragg-scattered by surface waves has two parts: one from
the phase speed of the scattering ocean waves, and a second from the surface currents. The 12-
element receive array operated at 16.13 MHz with a range of about 100 km and boresight at 221°.
Four times hourly, 11.2 min of data with 2048 chirps were gathered. The data was processed by
breaking the 2048 chirps into half-overlapping 4.2 min periods of 768 chirps. Radial velocity is
the difference between theoretical waves-only and observed waves-plus-currents Bragg frequen-
cies, Af, times the ocean Bragg wavelength, L (half the radio wavelength). As Af is limited by
the spectral resolution 1/7 for record length T, the theoretical velocity resolution is L/T', or 0.07
m/s for this HFDR. Radial velocity v, was actually computed as the weighted mean inferred di-
rectly from the backscatter spectra over an interval centered on the maximum amplitude of the
Bragg scatter, v, =< vP(v) > / < P(v) >. The velocity therefore appears as a continuous
variable, having finer resolution than the theoretical resolution based on record length. The spa-
tial range-resolution was 1.5 km and the beam width was 11°. KOK has 121 angular cells and 54
range cells, with 96% of the data available between 13:00 UTC on day 70 and 01:00 UTC on day
71. Missing data points in space or time were interpolated. A low-pass Hamming finite impulse
response (FIR) filter with a 3 dB cutoff at 8 min was applied forward and backward to all HFDR
data to reduce noise, while a high-pass Hamming FIR filter with a 3 dB cutoff at 200 min was ap-
plied to remove the tides and other lower frequency motions (e.g., near-inertial motions, Kelvin

waves).

The Non-hydrostatic Evolution of Ocean Wave (NEOWAVE) model, developed by Yamazaki
et al. [2009, 2011b]|, describes the Tohoku tsunami from its generation at the earthquake source

to the coastlines of Hawai‘i. Because the model includes a non-hydrostatic pressure term and a
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shock-capturing scheme, it can model weakly dispersive waves and flow discontinuities associated
with steep slopes, tsunami bores, and hydraulic jumps. The NEOWAVE model results have been
validated at basin and coastal scales using DART buoys, tide gauges, bottom-mounted pressure
sensors, and ADCPs |Bai et al., 2015; Cheung et al., 2013; Yamazaki et al., 2011a, 2012, 2013].
Modeled, depth-integrated currents for the HFDR coverage areas were taken from Cheung et al.
[2013]. The model’s arrival time as measured by the initial peak was about 6 min early relative to
the HFDR, which may be due to variations in water density and the elasticity of the Earth that
are not taken into account [Tsai et al., 2013; Watada, 2013]. The model data set was shifted 6
min to correct this difference. The modeled data at 1-min, 24-arc second resolution was regridded
to match the spatial and temporal sampling of the KOK HFDR, and the velocity vectors from
the model were projected onto the radial directions of the HFDR. The same high-pass and low-

pass FIR filters were applied to the model currents for consistence in the comparison.

Sea level sampled at 1 min from the Honolulu harbor tide gauge and from the DART buoy
51407, ~225 km southeast of Honolulu [Figure 3.1|, were used to identify the tsunami’s arrival
time and benchmark the NEOWAVE results for comparison. Sea level data were subject to the

same FIR filtering schemes.

Fourier transforms were performed using half-overlapping blocks of 200 points (200 minutes) for
sea level data and 112 points (230 min) for current data. Blocks were windowed with a tapered
cosine function and zero-padded. Power spectral densities (PSDs) were computed as the energy
per frequency band over each block time, and then averaged over all blocks. The spectral vari-
ances are x2-distributed with two degrees of freedom. The blocking and windowing alter the de-
grees of freedom to ~12 for sea level data and ~10 for current data. The 1-o error on the power
spectra is found from the inverse y? cumulative distribution. Spectral phases were determined by

the argument of the original Fourier transform.

Empirical orthogonal function (EOF) analysis was performed over subset areas of the HFDR
coverage during the first ~12 hours of the tsunami to find the dominant spatial modes and their

temporal series over the entire domain; this procedure and the various motives are defined in Ap-
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pendix B. Correlations between the time series of EOF modes and raw data were examined for

leakage between modes.
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Figure 3.1: Map of the (a) Hawai‘ian Islands showing the location of DART 51407. The area
within the red box, inlayed in Figure (1b), is the main study area. Also shown are the areas
over which EOFs were computed. Range rings indicate 25, 50, and 75 km.
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3.3 Results and discussion

The peak of the initial tsunami wave reached south of O‘ahu at 13:17 UTC on day 70, with
near-simultaneous arrivals at the Honolulu tide gauge and the DART [Figure 3.2|. Energetic oscil-
lations are observed in both data sets, although the amplitude at Honolulu is nearly three times
that of the DART. The observations and model match well in amplitude, phase, and periods of
spectral peaks. The long-period oscillations at Honolulu continue with little damping until 18:00.
The smaller, short-period oscillations dampen more quickly. There are few short-period oscilla-
tions present in DART data, and the long-period oscillations begin to attenuate around the same
time as those at Honolulu. The peak period of the oscillations for both the DART and the tide
gauge is 43 min. Munger and Cheung [2008] found a strong 43-min mode of oscillation covering
the entire archipelago. Cheung et al. [2013] numerically showed that the eigenmodes for Honolulu
Harbor, a semi-enclosed harbor and the location of the Honolulu tide gauge, are 10.5 and 15 min,
similar to the ~10 and 16 min waves in the tide gauge data. The 27-min mode around Molokai,
Lanai, and Maui and their common shelves [Cheung et al., 2013| may also have leaked into Hon-

olulu Harbor, based on the spectral peak at 27 min in the tide gauge data.

The tsunami arrival is marked by energetic oscillations over Penguin Bank [Figure 3.3a, b],
where particle velocities are amplified over shallow bathymetry. The HFDR data shows north-
south asymmetry of magnitude and duration of the oscillations over the bank: stronger and last-
ing longer south of the bank than north (—0.16 to 0.15 m/s for 64 h versus —0.08 to 0.09 m/s
lasting ~2 h). The regularity in the timing of the oscillations in the HFDR data on the southern
part of the bank suggests standing waves. Typical filtered currents away from the bank are —0.02
to 0.02 m/s. In the model, the northern and southern flanks of the bank are not separated from
one another, the asymmetry in strength being less prominent (—0.22 to 0.26 m/s south, —0.21 to

0.20 m/s north).

The arrival of the tsunami near-shore is marked in the HFDR data by a weak long-period cur-
rent and in the model by stronger currents in two shallow regions: one near the HFDR site to
the east, and one near the western point of the south shore [Figure 3.3c, d|. These anomalous

near-shore currents originate in the west and move eastward, with their direction reversing peri-
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odically, suggesting excitation of edge waves [Bricker et al., 2007|, that are not resolved by the
HFDR. At ~14:00 UTC, interference patterns emerge from the regular progression of edge waves,
implying the presence of waves propagating in the opposite direction. The current strength drops

at ~15:30 UTC and vanishes at ~18:00 UTC in the east, 21:00 UTC in the west.

The radial currents spatially averaged in the north along the 175° HFDR azimuth do not dis-
play good agreement |Figure 3.4a]. The modeled currents oscillate until ~16:15 UTC before de-
caying. The largest peak in the modeled currents is at 27 min. For the currents averaged in the
south [Figure 3.4b|, there is good agreement in period and amplitude for the entire interval
shown. The peak at 43 min agrees well, but smaller peaks in the model spectrum between 10 and

20 min are absent in the HFDR.

In the 274° near-shore direction, the currents averaged in the west |Figure 3.4d| show some
agreement between HFDR observations and model results, but this is a spatial average over trav-
eling features. In the east [Figure 3.4c|, there are very different current patterns and no agree-
ment. The spectra for the currents in the west agree only at the dominant 43-min period, while

there is no agreement in the east.

Spectral amplitude maps show that Penguin Bank is a location of enhanced activity of peri-
odic currents [Figure 3.5, columns 1, 2]. HFDR spectral amplitudes in the north are weaker than
in the south but in the model they have comparable strength. HFDR currents have a nodal line
across the bank that is not as distinct as in the model. HFDR spectral phases |Figure 3.5, column
3] are much less coherent than those of the model [Figure 3.5, column 4| and, while the phases are
different across the bank, they do not have the same sharp transition across Penguin Bank visible

at 17-min and 43-min in the model.

The EOF maps over Penguin Bank for HFDR and model are similar [Figures 3.6a, b and 3.7a,
b, ¢|. The first mode contains 65% and 53% of the HFDR and model variance, respectively, and
shows opposing radial currents over Penguin Bank. Their time series show good phase and am-
plitude agreement, and the peaks at 43-min agree well. The second modes contain 9% and 16%
of the HFDR and model variance, respectively, and, while also having opposing currents over the

bank, the locations of the maxima are displaced relative to the first modes. The amplitudes and
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phases of the EOF time series do not agree, nor do the spectral peaks. The third modes contain
5% and 11% of the HFDR and model variance, respectively, and have strong currents over north
and south of the bank in the same direction, with a region of opposing current between. The am-
plitudes and phases in the EOF time series do not match for this mode, nor do the periods of os-
cillation. The presence of two or more areas of opposing currents over Penguin Bank with distinct
periods of oscillation suggests that these EOFs represent standing waves in surface elevation, with

nodes and anti-nodes where the EOF maps are extreme and zero, respectively.

The model EOF maps near the shore have small features located along the coast, while the fea-
tures in the HFDR are larger and extend farther (up to 10 km more) from the coast [Figure 3.6a,
b|. There are only weak similarities between HFDR and NEOWAVE modes 3. None of the EOF

time series or their spectra show any agreement between model and HFDR |Figure 3.7d, e, f].

Correlation coefficients between the HFDR EOF time series and HFDR observations (or model
EOF time series and hindcast) show linkages between near-shore oscillations and Penguin Bank
|Figure 3.8]. The first HFDR modes both over Penguin Bank and in the near-shore [top of Fig-
ure 3.8a, c| are closely linked and expressed in deep waters, but the higher HFDR EOF modes are
not. For the model, the Penguin Bank modes are strongly expressed over the entire coverage area,
while the near-shore modes show weaker ties to Penguin Bank [Figure 3.8b, d|. The high correla-
tions for model modes over the whole domain that are not found in the HFDR modes are likely
due to the absence of noise in the model. Instrument noise adds a component to the observations
that is uncorrelated with the modes, while the absence of noise in the model allows the small os-
cillations in deep water to have a strong correlation with the EOF modes. The PSD [Figure 3.5]|
for deeper waters is 2 orders of magnitude smaller than that of Penguin Bank or near shore due
to weaker currents there, and the smoothness of the PSD and phase maps of the model relative
to the HFDR highlight the absence of noise in the model. A plot of the cumulative percent vari-
ance explained versus the number of EOF modes included [Figure 3.9] shows that the initial three
EOFs for both model and HFDR. explain roughly 80% of the variance, but the model needs ten
modes to explain 99.5% of the variance while more than 40 are needed for the HFDR, possibly

due to random measurement noise in the HFDR and the low resolution of the HFDR instrument.
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Both Penguin Bank and the near-shore region are at the edges of the coverage area for the
HFDR, where the azimuthal resolution is the worst. This degradation in resolution is visible in
the HFDR near-shore EOF maps [Figure 3.6al, spectral amplitude maps [Figure 3.5, column 1],
and regression coefficient maps [Figure 3.8a, c| as angular smearing of currents. The arcing of the
maximum of spectral amplitude at 43 min over Penguin Bank towards the near-shore region may
be enhanced by azimuthal side lobe contamination or mapping of currents into an angle other

than where they occur because of strong side-lobes.
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Figure 3.2: (left) Sea level anomalies and (right) PSDs from the (a) Honolulu tide gauge station
1612340 in Honolulu Harbor on O‘ahu, Hawai‘i and (b) DART 51407 west of Hawai‘i Island. The
red lines are from the model, and the black lines are from observations.
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Figure 3.3: Filtered radial current velocity with distance from site as ordinate and time as ab-
cissa: (a, b) for the 175° azimuth, which crosses Penguin Bank, south of O‘ahu and west of
Moloka‘i in Hawai‘i; (c, d) for the 274° azimuth, near the south shore of O‘ahu, Hawai‘i. The
corresponding bathymetry is shown in the right. The boundary between the north and south Pen-
guin Bank areas (red and blue in the bathymetry, respectively) is about 30 km from the HFDR.
East nearshore and west nearshore are shown in red and blue in the bathymetry.
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3.4 Conclusions and recommendations

The HFDR currents over Penguin Bank indicated that standing waves formed, including 43-
min oscillations coincident with those in the near-shore HFDR data, the Honolulu tide gauge
data, and DART 51407 data. The strongest component of currents in the HFDR and model
matched well over Penguin Bank, and the major spectral and EOF modes showed good spatial
agreement. Near shore, a long-period, widespread oscillation was seen in both HFDR, and model,
but evidence for edge waves in the model was lacking in the HFDR. Disagreements between
HFDR and the model primarily occurred where there was high spatial uncertainty due to either
decreased angular resolution at high HFDR beam steering angles or azimuthal side lobe contam-
ination, or when the current magnitudes were too weak at small scales combined with the low

resolution of the HFDR.

The EOF modal decomposition over Penguin Bank, which acts as a “probe” for resonance

around the Hawai‘ian Islands, suggests a new method for now-casting the resonance amplitude

of tsunamis. By projecting the high-passed real-time data from two or more HFDRs, preferably
placed to minimize the dilution of precision over Penguin Bank (i.e., on the SE shore of Oahu and
on the west shore of Molokai), into the predetermined EOF eigenvector base, a real-time index of
tsunami current amplitude could be implemented. This index would not only yield a better moni-
toring of the risks of tsunami currents around the islands, but also allow the possible detection of
resonance excited by processes other than earthquake waves, such as “meteo-tsunamis” excited by

rapid meteorological phenomena [see Lipa et al., 2013].
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Chapter 4

Can high-frequency Doppler radio detect

resonance excitation in Hawai‘1?

Where it is shown that on a shallow submerged bank linked through bathymeiry to the coastline
of an island archipelago, weaker far-field tsunamis and meteotsunamis do not necessarily excite

resonance modes in surface currents that can be observed by high-frequency Doppler radio.

4.1 Introduction

Local coastlines and bathymetry determine the spatial structure and resonant periods of modes
of oscillation. The modes around the Hawai‘ian Islands are known from observations and mod-
eling [Chapter 3, Benjamin et al., 2016], and there is a 29-mo period when data from the same
instrument used to make those initial observations is available. The modes and additional data

are used to determine if other processes may have excited the modes, specifically:

1. Tsunamis, which are long-period, long-wavelength shallow water waves most often triggered

by seismic activity;

2. Meteotsunamis, which are long-period, long-wavelength waves caused by atmosphere-ocean

resonance and amplified by oceanic resonance mechanisms; and

34



3. Infragravity waves, which are surface waves with periods between about 25 s and 5 min.

We seek to determine the frequency and strength of resonance mode excitation, the distribution

of triggering processes, and the spatial and time scales involved.

We start with the assumption that tsunamis, meteotsunamis, and high-energy infragravity
wave events all occur in Hawai‘i, which is reasonable. There is a long history of tsunamis in the
Hawai‘ian Islands. All elements required for meteotsunami formation occur in Hawai‘i; there are
atmospheric waves, fronts, and disturbances that pass over. While Proudman resonance is un-
likely to occur because the islands have relatively small shelves that quickly plunge to depths of
more than 1000 m, Greenspan resonance may occur in Hawai‘i. Approximate coastal slopes vary
both per island and per coast of each island, but, with the exception of the very steep south shore
of Hawai‘i and west coast of Lana‘i, the shelf slopes in the islands range between 0.01 and 0.045

[Table 4.1]. Edge wave dispersion is given by

w? = gksin (2n +1)8 (4.1)

where w is the angular frequency, g is the gravitational constant, k is the wavenumber, n is the

mode number, and S is the shelf slope. From this, the edge wave phase velocity is

c=g¢gTsin(2n+ 1)5/2n (4.2)

where ¢ is the phase speed and T is the wave period in seconds. For the first three modes,

0.0167 < ¢ < 0.35T (4.3)

so that for the range of periods expected over Penguin Bank (16 min to 45 min), the phase speed
of edge waves would range from 15 m/s to 940 m/s. Obviously the larger phase speeds calculated
with large mode number and longer periods would not occur, but even for the zero-mode Stokes

edge wave, ¢ = 42 m/s, which can be large for a coastal shelf as it is equivalent to the shallow wa-

ter wave speed at 180 m depth. We would only expect the gravest mode of edge waves for larger
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periods, while perhaps only the first two modes for the smaller period waves. Atmospheric pres-
sure disturbances like gravity waves or pressure jumps can have wave speeds in this range, and
could thus excite these edge waves. Additionally, tsunamis are linked to edge waves in Hawai‘i as
at least one past tsunami excited them [Bricker et al., 2007], plus coastal trapped waves and es-
pecially island trapped waves are a feature of the local coastal waters. Finally, amplification and
resonance have been shown to occur on a variety of time and space scales [e.g., Benjamin et al.,
2016; Cheung et al., 2013]. Regarding infragravity waves, harbor resonance in Hale‘iwa Harbor
has been triggered by infragravity waves before [Okihiro et al., 1993|, and multi-scale resonance,
where resonance modes include a variety of scales, are common in the Hawai‘ian Islands [Cheung

et al., 2013].

In section 2, the data and analysis methods are detailed. Section 3 presents results from the

analysis, followed by a discussion in section 4. Section 5 contains a summary and conclusions.
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Table 4.1: Shelf slopes for different coasts of the Hawai‘ian Islands.

Island North East South West
O‘ahu 0.028 0.030 0.018 0.042
Kaua‘i 0.028 0.032 0.034 0.013
Moloka‘i | 0.037 0.036 0.015 0.020
Lana‘i 0.018 0.018 0.045 0.096
Maui 0.034 0.041 0.037 0.014
Hawai‘i | 0.020 0.024 0.300 0.016
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4.2 Data and methods

The Koko Head (KOK) high-frequency Doppler radio (HFDR) mapped surface currents south
of O‘ahu [Figure 4.1] with an operating frequency of 16.03 MHz, a range resolution of 1.5 km, and
a beamwidth of 11°; it collected data every 15 min from July 2009 to December 2011. Data were
reprocessed from the original 11.2 min temporal resolution to 4.2 min resolution, causing velocity
resolution to change from 3 cm/s to about 7 cm/s. Penguin Bank, a 50-m deep submerged bank
extending west from Moloka‘i that features particularly strong oscillations with the island chain
resonance modes excited by tsunamis [Benjamin et al., 2016; Cheung et al., 2013; Munger and
Cheung, 2008]|, protrudes into the coverage area between 20 and 40 km from the instrument at

the far east end of the azimuthal range.

The KOK HFDR was used to detect the 2011 Tohoku tsunami in Chapter 3 and Benjamin
et al. [2016], and the data here were reprocessed in an identical manner. By using the same in-
strument and processing scheme, we hope to capitalize on that previous work to move forward
without needing to reinterpret the Penguin Bank modes with the model as the modes have al-
ready been identified. However, because the temporal resolution of the HFDR data is now only
4.2 min and infragravity waves have periods between about 25 s and 5 min, they would not di-
rectly excite resonance modes visible in this data. While it is possible that infragravity wave en-
ergy can contribute to the excitation of resonance modes with periods long enough to be detected
by HFDR, the amount of energy involved would be small and will thus not be considered further.
Now that we have the data prepared and know the resonance mode structure, how do we filter

the data spatially?

The data must be filtered spatially to isolate the known resonance mode structure in the data.
Empirical orthogonal function (EOF) analysis is an excellent tool for looking at standing pat-
terns of oscillations as well as for reducing the noise in a data set by reconstructing the data using
only a few modes, so we utilize them here. EOF analysis empirically derives orthonormal modes
containing the most variance in the fewest modes. They are dependent on the data used to form
them, making the selection of input data important. However, modes formed in one space and

time can be expanded to other spaces and times: decomposing data using EOF spatial modes
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from the same space but different times will yield a time series showing the activity of that mode,
while correlating the time series of an EOF mode with the time series of data at the same time

but different locations can yield a map showing activity associated with that same mode.

EOF analysis was chosen to investigate the questions posed here because the currents of inter-
est have standing spatial patterns of resonance over defined areas at times defined by the forcings;
the dependency of the modes of EOF analysis on the choice of space and time domains is actually
used as a method of isolating a process or response. While we are using the fact that EOFs are
sensitive to time and space domains of choice to assist in filtering for the resonance mode struc-
ture we wish to study, we still must ensure that the decomposition method is not so sensitive that
a small change in mode structure would produce completely different results. Several tests were
run by altering the 2011 Tohoku modes, computing the new mode indices and their spectra, and
comparing those with the originals during the 2011 Tohoku tsunami [Appendix C for details].
Overall, the sensitivity tests show that the modes are fairly stable for small amplitude and loca-
tion shifts, though M2 does have a tendency to show larger 42-min spectral peaks in several types
of alterations. However, as the 42-min peak is not a period of interest for M2, this does not affect

the results.

Previous tsunami modeling studies [Munger and Cheung, 2008; Roeber et al., 2010] have shown
that the resonance modes excited by a tsunami depend on the location and not on the source
tsunami, so decomposing HFDR data using EOF modes obtained from a tsunami should act as
a filter to isolate similar motions. The EOF modes over Penguin Bank during the 2011 Tohoku
tsunami |Benjamin et al., 2016] were used as an orthonormal basis for decomposing the 29 mo of
KOK data. The first mode, hereafter M1, which explained 60% of the variance during the
tsunami, exhibited strong, regular oscillatory behavior [Benjamin et al., 2016], while the second
mode (M2) was weaker [Figure 4.2|. The decomposition produced a timeseries of amplitudes sim-
ilar to an EOF timeseries, with a data point every 4.2 min over 29 mo. This timeseries must then
be analyzed to isolate possible resonance mode excitation, and doing so in spectral space was ap-
propriate because the resonance periods of M1 and M2 are known: 40 to 45 min for M1 and 16 to

17 min, 21 to 23 min, and 26 to 27 min for M2.
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The timeseries of mode activity was converted to spectral space with half-overlapping segments
of approximately 12 h in length [Figure 4.3], and times where one or both mode indices peaked
(above 0.5 m?/s?/cpm for M1 and 0.15 m?/s?/cpm for M2) were selected as possible times of in-
terest; for comparison, the mode indices for the 2011 Tohoku tsunami had amplitudes of about 30
m?/s?/cpm and 1 m?2/s?/cpm for modes one and two, respectively. Examination of mode indices
and spectral amplitudes at selected frequencies yielded 76 times of interest: six solely from M1, 12
solely from M2, and 58 from both modes together [Figure 4.3|. Other spectral analysis methods
such as wavelet analysis are essentially short Fourier Transforms with Gaussian windows; reso-
nance mode excitations are sinusoidal oscillations, but because the oscillations sought would cover
several hours at least, there would be higher amplitudes in spectrograms regardless of whether
those oscillations cover the entire 12 h of the sample time. In order to examine this many events
in a consistent manner to determine whether they might be genuine resonance mode excitations,
each event underwent three examinations: one of the spectra for the mode indices, one of the ve-
locity timeseries, and one of the EOFs made with the raw velocity data. Characteristics of each
event were determined by these examinations explained below and compared to the 2011 Tohoku

tsunami.

While events were selected based on spectral amplitude at specific frequencies or the band spec-
tral amplitudes, this was done looking at a timeseries of the amplitude at those frequencies rather
than by examining the spectrum at all frequencies for each time. Because of this, the event se-
lection methodology allowed the inclusion of times when spectral amplitudes were high at all fre-
quencies, not just those linked with resonance mode excitation. M1 and M2 line spectrograms
(plots where at each timestep the spectral amplitudes of the spectrogram are plotted on the same
plot) [Figure 4.4] for each event can thus be divided broadly into those with peaks at frequencies
of interest (type S1) and those with high amplitude at many frequencies (type S4). We also con-
sider those with peaks at only some of the frequencies of interest (type S2) as well as those with
peaks at frequencies other than those of interest (rather than just high amplitude at many fre-
quencies; type S3). Types S1 and S2 are of primary interest, while the 31 events of either types

S3 and S4 will not be considered further.
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When examining the timeseries of each event we use the radial velocity timeseries of the orig-
inal data rather than the mode index timeseries, which is the projection of the event onto the
modes. Range-time (at 162°) and angle-time (at 38 km range) plots [Figure 4.5] are used to sort
events into three categories: those with strong oscillations within an envelope (type T1); those
with one or more spikes (type T2), and those that cannot be distinguished from the background
(type T3). Events of type T1 are the most tsunami-like, but type T2 events can also be related to

tsunamis; the four events with type T3 timeseries will not be considered further.

The third examination was done on the EOFs of the original velocity data. While mode indices
can show the projection of the data onto the tsunami modes, the EOF of an event would show
the modes that best describe that event, which may be very different from the projection onto the
tsunami modes. There were six categories of EOF maps found [Figure 4.6]: one that is strongest
in the east and spreads organically to the west while weakening and has north-south oscillations
(type E1); one that has a north-south spread of amplitude and east-west oscillations (type E2);
one that has coherent antinodes but lacks the orientation of either types E1 or E2 (type E3); one
that has east-west oscillations similar to type E2 but whose expression is crowded on the eastern
edge of the mode (type E4); one that has coherent but artificial arcs of amplitude with constant
range (type E5); and one that has coherent, small-scale, artificial random patches of amplitude
(type E6). Types E5 and E6 are due to noise and interference. Type E4 may be due to beam-
forming issues, but it can also be real. Types E1 to E4 will be considered further, while two E5

and eight E6 events will not.
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Figure 4.2: Mode 1 (top) and mode 2 (bottom) of 2011 Tohoku tsunami with Koko Head HFDR
over Penguin Bank, south of O‘ahu and west of Moloka‘i in the Hawai‘ian Islands, showing EOF
modes (left), associated timeseries (middle), and spectra of the modes (right) with periods in
minutes. Multiplying EOF modes by their associated timeseries gives currents in m/s, and the
spectra are in m?/s?/cpm.
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Figure 4.3: (left) Mode one and (right) mode 2 (top row) index, (second row) logl0 spectrogram,
and (bottom row) spectral amplitude for 43 min for mode 1 and 24 to 26 min, 21 to 22 min,

and 16 to 17 min (blue, green, and red, respectively) for mode 2 from decomposition of HFDR
data over Penguin Bank, south of O‘ahu, Hawai‘i, using the first two EOF maps generated using
the same instrument during the 2011 Tohoku tsunami. Possible events are highlighted in dark
shading in the top and bottom panels.
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Figure 4.4: (left) M1 and (right) M2 line spectrograms for time periods around and during events
showing the four types of spectra from events 7, 44, 58, and 6. These types are: (S1) with peaks
at frequencies of interest; (S2) with peaks at only some of the frequencies of interest; (S3) with
peaks at frequencies other than those of interest; and (S4) high amplitudes at many frequencies.
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Figure 4.5: Radial velocity timeseries plots in (top) range and (bottom) azimuth for different
types T1, T2, and T3 from events (from left) 47, 64, and 29. These types are: (T1) those with
strong oscillations within an envelope; (T2) those with one or more spikes; and (T3) those that
cannot be distinguished from the background.
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Figure 4.6: (top) EOF 1 and (bottom) EOF 2 maps over Penguin Bank showing the six different
types from events (from left) 42, 8, 38, 37, 6, and 2. These types are: (E1) is strongest in the east
and spreads organically to the west while weakening and has north-south oscillations; (E2) has a
north-south spread of amplitude and east-west oscillations; (E3) has coherent antinodes but lacks
the orientation of either types E1 or E2; (E4) one that has east-west oscillations similar to type
E2 but whose expression is crowded on the eastern edge of the mode; (E5) one that has coherent
but artificial arcs of amplitude with constant range; and (E6) has coherent, small-scale, artificial
random patches of amplitude.
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4.3 Possible resonance events

The event classification is summarized in Table 4.2 (see Appendix D for the full list of events
and their classifications); events classified as S3, S4, T3, E5, or E6 were not included in further
analysis because these are strong indicators of interference in the instrument, so there are only 32
events to consider. There were six events with the desired classification, one of which (event 52)
was the 2011 Tohoku tsunami. The other five events (events 10, 34, 36, 39, and 40) were exam-
ined further to determine whether they may be resonance mode excitations. Events 34 and 40 are
representative of the others and are described below; others are in Appendix D, along with brief

descriptions of events matching two criteria.

Event 34 started at ~0700 UTC on day 156 of 2010 and ended on the next day at ~2200 UTC
[Figure 4.7]. The M1 index only peaks above the threshold at 1600 UTC on day 156 and at 1100
UTC on day 157 has three packets of peaks: one from 1200 UTC to 1600 UTC on day 156; one
from 0000 UTC to 0600 UTC on day 157; and one from 1300 UTC to 1800 UTC on day 157. The
M2 index also shows stronger amplitudes at those times, but starting slightly earlier and ending
slightly later. Peaks in the M2 band spectral amplitudes occur at different times for different
periods, indicating that the oscillations are likely not linked as they were for the 2011 Tohoku
tsunami. The line spectrograms show peaks at all periods of interest, but there are strong peaks
at several other periods as well which were absent in the seismic tsunami data. The radial veloc-
ity timeseries in range and azimuth show the three packets mentioned before. All three packets
are concentrated on the southern 2/3 of the bank and on the eastern margin. The EOF 1 map
has an antinode on the southeast part of the bank. The EOF 1 timeseries has all three packets
of oscillations, with spectral peaks at only one of the periods of interest, 24-26 min. The EOF 2
and EOF 3 maps have two and three antinodes on the bank, respectively, with north-south oscil-
lations between the antinodes. The three packets are less visible in these timeseries. The EOF 2
spectrum has peaks at 16-17 min, 22-24 min, 27 min, and 40 min while the EOF 3 spectrum has
a peak only at 22 min. Event 34 does not have the periods and EOFs linked in a way to indicate

tsunami mode resonance.
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Event 40 started at ~2000 UTC on day 256 in 2010 and ended at 1600 on the following day
[Figure 4.8]. The event was mostly from M2, with the index amplitude higher from 0000 UTC
to 1300 UTC on day 257. The band spectral amplitude peaks occurred between 2000 UTC and
0400 UTC, with the 24-26 min period peak being the largest. The line spectrograms of the event
show peaks at the expected frequencies as well as some longer periods. The radial velocity time-
series shows two times of increased current amplitudes: one from 2300 UTC to 0300 UTC over
the full bank and another between 0400 UTC and 1300 UTC that does not extend to the south-
ern reaches of the bank. The EOF 1 map has an antinode over the northeastern edge of the bank;
the timeseries shows two packets: one from 2200 UTC to 0300 UTC and another from 0330 UTC
to 1300 UTC. The EOF 1 spectrum has peaks at 25 min and 41 min in addition to some periods
not of interest. The EOF 2 map has an antinode in a similar place is M1 but also a second one
at the southeast edge of the bank. The EOF 2 timeseries also has two packets, but with periods
of 26-27 min and others not of interest. The EOF 3 map has 3 antinodes along eastern Penguin
Bank, and the timeseries has no packets. Like the other event discussed here, event 40 does not

show convincingly that it represents an excitation of the tsunami resonance modes.
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Table 4.2: Summary of the types of events kept and those eliminated; note that those counted in
the eliminated categories are not mutually exclusive, so an event with, for example, both S3 and
E5 would be counted under each type.

Type Kept | Number Type eliminated | Number
S1/T1/E1 6 S3 16
S1/T1 5 S4 15
S1/E1 2 T3 4
T1/E1 5 E5 8

S1 0 E6 26
T1 10

E1l 1

Other 3
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Figure 4.7: Event 34: (a and b) the M1 and M2 indices; (c and d) band spectral amplitudes for
M1 and M2;, (e and f) line spectrograms for M1 and M2; (g and h) radial velocity timeseries in
range and azimuth; (i) spectrum of radial velocity averaged over Penguin Bank south of O‘ahu,
Hawai‘i; (j, k, and 1) EOF 1, EOF 2, and EOF 3 maps; (m, n, and o) EOF 1, EOF 2, and EOF 3
timeseries; and (p, q, and r) EOF 1, EOF 2, and EOF 3 spectra.
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4.4 Known events

Neither the full S1-T1-E1 match events nor the partial match events (described in the Ap-
pendix D) indicated resonance mode excitation with the single exception of the 2011 Tohoku
tsunami. However, there were two other seismic tsunamis during the study period. What do these

two tsunamis look like, and why were these tsunamis not among the events identified?

The first tsunami was caused by an 8.1 magnitude earthquake that occurred on day 272 of 2009
at 1748 UTC just south of American Samoa. The tsunami arrived on Hawai‘i’s shores at about
2311 UTC on that same day, causing sea level oscillations of about 0.16 m in Honolulu Harbor.
Figure 4.9 shows the time around and following the arrival. Stronger oscillations occur in the M1
index after 0200 UTC the next day, with two very strong peaks around 0500 UTC. The M2 in-
dex also increases at around 0200 UTC, but those die around 0800 UTC. Peaks in the band spec-
tral amplitudes occur at between 1000 UTC and 0200 UTC. Line spectrograms for both mode
indices do show peaks at all frequencies of interest, but there are several peaks at other frequen-
cies that are just as strong if not stronger than those at frequencies of interest. The radial veloc-
ity timeseries in range shows the spreading of currents northward on the bank from the southern
end starting after 0200 UTC on day 273, but those currents do not appear to strengthen follow-
ing the tsunami arrival. The radial velocity timeseries in azimuth shows the appearance of strong
currents on the far eastern edge that line up with the spreading described above, but there does
not appear to be anything resembling an arrival. The EOF 1 map has an antinode on the south-
east part of the bank that spreads out and weakens, as expected; the associated time series only
shows stronger and more regular oscillations (with periods of ~32 min and ~40 min) occurring
after 0500 UTC on day 273, nearly 6 h after the tsunami arrived. The EOF 2 map has two antin-
odes along the eastern part of the bank, and the timeseries shows a spike at around 0600 UTC
on day 273; the spectrum shows many peaks of similar magnitude between 12 min and 29 min.
The EOF 3 map has three antinodes crowded on the southern end of the east side of the bank;
the timeseries shows some stronger oscillations between 0500 UTC and 0900 UTC, mainly with
25 min periods. While there are indications of a strong set of oscillations on Penguin Bank after

the tsunami arrival, those oscillations do not appear to be the tsunami resonance modes, nor are
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the oscillations conclusively linked to the tsunami given their start six h after the tsunami arrival

time.

The second tsunami was triggered by an 8.8 magnitude earthquake at 0634 UTC on day 58 in
2010 at the shore midway between Concepcion and Santiago. It arrived in Hawai‘i at 2119 UTC
and caused 0.5 m oscillations in Honolulu Harbor. There are two strong peaks in the M1 index
just after the tsunami arrival, but there is no indication of a resonance mode activating [Figure
4.10]. The M2 index does have a few strong peaks after 0000 UTC on day 59, but they do not
occur regularly. The band spectral amplitudes for both modes do not show a strong and sudden
event as expected. The M1 line spectrogram shows weak and broad peaks around 41-45 min while
there are sharper and larger peaks between 30 min and 40 min. There are peaks at the three M2
frequencies of interest as well as one shorter period in the M2 line spectrogram, and there is high
spectral amplitude at longer periods. The radial velocity timeseries shows a few strong current
spikes after the arrival, but the oscillations present had started prior to the arrival time; these os-
cillations are confined to the southeast parts of the bank, and they only persist until 0000 UTC.
The EOF 1 map has an antinode on the southeast corner of the bank; the associated timeseries
has a spike that occurs at about the arrival time of the tsunami in Hawai‘i and has some weaker
oscillations that begin a short time after. The EOF 1 spectrum shows a double peak at 36 min
and 43 min. The EOF 2 map has two antinodes on the eastern part of the bank, with the north-
ern one being very crowded against the edge of the coverage area. The EOF 2 timeseries shows
weak oscillations throughout with a single strong spike at around 1200 UTC on day 59, and the
spectrum has strong peaks at 26 min and 35 min. The EOF 3 map has a patchy look due to in-
terference, while the timeseries is just a single spike immediately prior to the tsunami’s arrival.
There are some spikes that may or may not be related to the tsunami’s arrival, and there are
some weaker oscillations that occur on the bank; these oscillations do not occur immediately fol-
lowing the arrival of the tsunami, nor are they strong enough with the correct periods to be con-

sidered a possible tsunami response.

While three seismic tsunamis occurred during the study period, only the one already studied

was found. There was no evidence for the 2009 Samoa tsunami as any strengthened oscillations
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did not start until six h after the tsunami’s arrival. While the first tsunami wave is not necessar-
ily the largest (nor is the first oscillation in a resonance situation always the strongest) for the
stronger oscillations to occur six h after the arrival of a relatively weak tsunami is unlikely. As
for the 2010 Chile tsunami, there are a couple of spikes that could be related to the tsunami’s ar-
rival as they occur at the correct time, but there are no indications of the island chain resonance

modes being active.

If resonance mode excitations were fairly weak, they might not excite the island chain modes
enough for detection by HFDR. This possibility is supported by the lack of detection of the two
seismic tsunamis. As mentioned in Section 2, the trade-off between temporal sampling and veloc-
ity resolution means that getting data with the necessary time step to resolve the tsunami reso-
nance modes forces a loss of velocity resolution such that weaker currents are not captured. Both
of the seismic tsunamis not captured by the data were significantly weaker than the 2011 Tohoku
tsunami: sea level records from Honolulu Harbor indicate that the Samoan and Chilean tsunamis
were only 12% and 38%, respectively, of the strength of the Japanese tsunami. Currents on Pen-
guin Bank during the 2011 Tohoku tsunami were a maximum of 0.15 m/s, which is not particu-
larly strong when the velocity resolution is 0.07 m/s, so those of the Samoa and Chile tsunamis

would be even weaker.
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Figure 4.9: Samoa tsunami: (a and b) the M1 and M2 indices; (c and d) band spectral ampli-
tudes for M1 and M2;, (e and f) line spectrograms for M1 and M2; (g and h) radial velocity time-
series in range and azimuth; (i) spectrum of radial velocity averaged over Penguin Bank south of
O‘ahu, Hawai‘i; (j, k, and 1) EOF 1, EOF 2, and EOF 3 maps; (m, n, and o) EOF 1, EOF 2, and
EOF 3 timeseries; and (p, ¢, and r) EOF 1, EOF 2, and EOF 3 spectra.
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Figure 4.10: Chile tsunami: (a and b) the M1 and M2 indices; (¢ and d) band spectral amplitudes
for M1 and M2;, (e and f) line spectrograms for M1 and M2; (g and h) radial velocity timeseries
in range and azimuth; (i) spectrum of radial velocity averaged over Penguin Bank south of O‘ahu,
Hawai‘i; (j, k, and 1) EOF 1, EOF 2, and EOF 3 maps; (m, n, and o) EOF 1, EOF 2, and EOF 3
timeseries; and (p, q, and r) EOF 1, EOF 2, and EOF 3 spectra.
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4.5 Conclusions

The search for resonance mode excitation in Hawai‘i uncovered five events that shared impor-
tant spectral, temporal, and spatial characteristics with the 2011 Tohoku tsunami as well as a
further 12 that shared 2/3 of those; however, none of them combined those characteristics into the
resonance modes excited over Penguin Bank by a strong seismic tsunami. This complete lack of
detection leads to three possible explanations, two relating to the study area and one relating to
the methodology: 1. The initial assumption that meteotsunamis occur in Hawai‘i was incorrect; 2.
Meteotsunamis do occur in Hawai‘i, but none occurred during the study period; and 3. Meteot-

sunamis do occur in Hawai‘i, but they were too weak to be detected by the HFDR.

Regarding the first two possibilities which both deal with the study location, there has been
no previous research on meteotsunamis in Hawai‘i, so the work of others cannot be used to shed
light on whether meteotsunamis do in fact occur in Hawai‘i or how frequently they might hap-
pen. Our calculations for edge waves suggest Greenspan resonance is possible here, and previous
work has shown that edge waves are associated with tsunamis in Hawai‘i [Bricker et al., 2007].
There are large gaps between confirmed meteotsunami events in the islands off Croatia where
these events occur relatively frequently |e.g., S’epic’ et al., 2016], so it is certainly possible that no
meteotsunamis occurred during the 29-mo study period. Infragravity waves were not considered
even though they may excite resonance modes because the temporal resolution of the HFDR data

almost ensures that they would have little if any visible contribution to mode excitation.

Finally, the two other tsunamis that occurred during the study period that were significantly
weaker than the 2011 Tohoku tsunami were not detected, which supports the idea that any exci-
tations that occurred were below the limit of detection of HFDR. This leads to a recommendation
that in-situ instruments be deployed on Penguin Bank with specific locations for moorings with
pressure sensors and acoustic Doppler current profilers (ADCPs) determined by the mode struc-

ture.
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Chapter 5

Part 1 conclusions

When tsunami waves arrive in coastal regions, they can excite the local resonance modes if the
periods of the incoming waves match the intrinsic periods of these local modes. Modeling stud-
ies have documented these modes [Munger and Cheung, 2008] and have been validated at point
locations with sea level observations | Yamazaki and Cheung, 2011] and acoustic Doppler current
profiler (ADCP) currents [Cheung et al., 2013]. Our surface current fields expand the catalog of
available observations of tsunami resonance modes and allow for two-dimensional validation of
modeled output. The ideal location for observing tsunami resonance is Penguin Bank because
of the increased amplitudes over the bank for a whole suite of modes that have expressions not
only on the bank itself but on the coastlines of Maui Nui or the entire archipelago. These modes
are excited by the tsunami but are determined by the local bathymetric and coastal features, so
all tsunamis should excite the same modes. High-frequency Doppler radio (HFDR) currents dur-
ing the 2011 Tohoku tsunami do agree very well with modes determined by modeling of several
tsunamis. The first two modes show clear oscillations on Penguin Bank that are indicative of is-

land chain resonance.

Similarly, other processes that introduce wave energy at the proper matching periods, such as
meteotsunamis, would also excite these modes. An extensive analysis over 29-mo using the 2011

Tohoku tsunami modes as a spatial filter initially identified 76 possible events, but further anal-

59



ysis failed to conclusively show that any were resonance mode excitation events. Meteotsunamis
are infrequent even in locations where they occur relatively frequently: only 17 strong events oc-
curred over 90 years in the eastern Adriatic Sea, for example, so this could be a reason for the
lack of detection. The two other tsunamis that occurred during the study period that were sig-
nificantly weaker than the 2011 Tohoku tsunami were not detected, which may support the idea
that any excitations that occurred were below the limit of detection of HFDR. Such a possibility
leads to the recommendation that in-situ instruments be deployed on Penguin Bank. The spa-
tial structure of the modes of surface currents over Penguin Bank are known from both the earlier
HFDR study as well as from modeling; also, the sea level of the modes is known from modeling,
and the sea level can be derived from the HFDR modes using the relationship between currents
and sea level in waves. Both pressure sensors and upward-looking ADCPs would not have the
same limitations as the HFDR. While the ADCPs do have specific averaging times, higher fre-
quency instruments have shorter averaging times, so there is not the same issue. Perhaps five
moorings each consisting of a bottom pressure sensor and a bottom-mounted, upward-looking
ADCP would yield currents and sea level indications at five locations that would allow determin-

ing which modes are active at which times.

What are the implications of the lack of detection of any resonance mode excitation events?
The 2011 Tohoku tsunami created strong oscillations in sea level of more than 0.5 m in Honolulu
Harbor, and detected currents on Penguin Bank were up to 0.15 m/s; yet this tsunami was close
to the limits of detection for the HFDR. Penguin Bank is on the azimuthal limit of the beam-
forming array where beamwidths are wider and the determination of direction is less precise; ad-
ditionally, achieving finer time steps in order to properly sample the resonance modes reduces the
resolution of the resulting surface current velocities from 0.03 m/s to 0.07 m/s, about half of the
largest velocity magnitudes. The 2011 Tohoku tsunami was considerably stronger than two other
seismic tsunamis that occurred during the study period, and neither was detected in currents
on Penguin Bank. HFDRs can create surface maps that show the spatial structure of resonance

modes, but they are not the best instruments available for detecting weaker current events, par-
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ticularly when shorter-period oscillations are the dominant response or when the area of interest

is not near the receive array’s boresight.

One other important point is that, while there is no evidence that meteotsunamis occurred
during the study period, if they do occur they can pose extra hazards to Hawai‘i beyond a nor-
mal tsunami. The tsunami warning system relies on sea level records at DART buoys for far-
field events, but may also result in a warning if there is local seismic activity; for the latter case,
a warning may be issued even if no tsunami is initially detected because of the short time be-
tween generation and landfall. However, meteotsunamis are not far-field tsunamis and are also

not linked to local seismic activity.

This leaves several unanswered questions about the resonance modes in Hawai‘i. Do meteot-
sunamis occur in Hawaii? Are these resonance modes excited by other processes? Do infragravity
waves excite the higher-frequency modes? There are three ways of furthering the study of reso-
nance modes in Hawai‘i. First, the HFDR on O‘ahu could be changed slightly to provide better
data over Penguin Bank. While it is currently a beamforming array situated to provide over-
lapping coverage with two other instruments further west on O‘ahu’s south shore to form two-
dimensional vector currents south of the island, the receive array could be supplemented with
two additional antennas that form a square with two existing antennas that would provide bet-
ter coverage of Penguin Bank through direction-finding. This need not interfere with the current
operation of the instrument as the processing allows for selection of specific antenna channels; in-
deed, one HFDR on the island of Hawai‘i currently operates in both beamforming and direction-
finding modes simultaneously. Secondly, the recommendation to instrument Penguin Bank with
pressure sensors and ADCPs to observe modes in sea level and currents could be implemented.
Thirdly, meteotsunami formation processes and infragravity wave impingement could be modeled
in Hawai‘i. Because supplementing the existing HFDR does nothing to change the limitations
on time steps and velocity resolution and in-situ instrument deployment can be costly with no
guarantee that any events will occur in a given study period, modeling is perhaps the best way of
answering some of these questions. This presents some challenges relative to some other meteo-

tsunami modeling studies [e.g., S’epz'c’ et al., 2016]: frequently, locations where this is undertaken
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have uniformly shallow bathymetry that allows for some simplifications that would not be possi-
ble in the Hawai‘ian Islands, where shallow shelves of ~50 m quickly drop off to depths of 2000 m

or greater.
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Part 11

Tropical instability vortices and

assoclated fronts
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Chapter 6

Part 2 introduction

In the eastern and central equatorial Pacific Ocean, southeasterly trade winds from the South-
ern Hemisphere and northeasterly trade winds from the Northern Hemisphere converge along
the Intertropical Convergence Zone (ITCZ), normally centered at 8°N to 10°N [Figure 6.1]. The
change of sign of the Coriolis force at the equator combined with westward trade winds produce
Ekman divergence, driving upwelling of cold subsurface water along the equator. Sverdrup bal-
ance resulting from the associated wind stress curl drives zonal surface currents: the westward
South Equatorial Current (SEC) extending from the center of the South Pacific gyre at 20°S,
across the equator, to ~3°N; the westward North Equatorial Current (NEC) extending from
~10°N to the center of the North Pacific gyre at 20°N; and the narrow North Equatorial Coun-
tercurrent (NECC) flowing eastward typically between 7°N and 10°N. In addition, the subsur-
face Equatorial Undercurrent (EUC) flows eastward along the equator between 50 m and 150 m
depths at speeds up to 1.5 m/s. The boundary between cold, upwelled water and warm, surface
waters to the north is the North Equatorial Front (NEF). This current system is subject to sea-
sonal and interannual variations. Trade winds are weakest in boreal spring and reach their peak
in boreal fall; consequently surface currents in the gyres are weakest in spring and accelerate in
summer and fall. The El Nino-Southern Oscillation (ENSO) also has a strong effect on the equa-
torial Pacific: during the positive El Nifio phase, low latitude winds weaken or reverse, and so do

surface currents and upwelling. During the negative La Nina phase, stronger than usual easterly
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winds drive stronger surface currents and vigorous upwelling. A similar equatorial current struc-

ture is found in the Atlantic Ocean.

This meridionally sheared zonal equatorial current system is subject to hydrodynamic instabil-
ities that are strongest in late summer and fall; indeed, a typical meridional shear of 1 m/s be-
tween 3°N and 7°N scales as large as ~f /4 . Long wavelength oscillations of the NEF seen in sea
surface temperature images led to the name equatorial long waves (ELW) [Legeckis, 1977|, while
stability analyses of the mean currents prompted the name tropical instability waves (TIWs) |Phi-
lander, 1976, 1978]. Studies of ELW energetics suggested different forms of instabilities, pow-
ered either by barotropic instability at the equator [ Weisberg, 1984] or by both barotropic and
baroclinic instability over a range of latitudes [Hansen and Paul, 1984]. Three separate regimes
of instability in space and time were identified |Luther and Johnson, 1990]: in fall and winter,
the strong horizontal shear between the SEC and the upper EUC around the equator is subject
to barotropic instability; in the winter when the EUC is weak, density differences at the surface
front between the SEC and NECC produce baroclinic instability; and in spring and summer when

the SEC is weak, the NECC thermocline from 5°N to 8°N may be baroclinically unstable.

Moorings and intensive mesoscale surveys as part of the 1990 Tropical Instability Wave Experi-

ment (TIWE) suggested that tropical instabilities manifest themselves in two forms.

1. In the vicinity of the equator, ELWs/TIWs have a typical wavelength of 1000 km, period
of 21 d, and phase speed of ~0.5 m/s. They appear as periodic changes in sea level, veloc-
ity, and salinity during a well-defined season from August to December. The elliptical near-
surface velocity hodographs lean into the SEC-EUC shear, extracting energy from the mean
flow [Qiao and Weisberg, 1995]. ELWs are weaker during El Nino when the SEC weakens
and the SEC-EUC shear decreases |Halpern et al., 1988; Qiao and Weisberg, 1998].

2. Along the NEF at ~5°N, tropical instability vortices (TTVs) are anticyclones with a ~30 m
thermocline depression and average diameter of 500 km that propagate westward at a trans-
lation speed of ~0.3 m/s [Kennan and Flament, 2000|. A TIV swirls cold equatorial water
northward and a pool of warmer water from the ITCZ southward, and to first order appears

as a westward-propagating perturbation of the NEF, visible in sea-surface temperature im-
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ages as a sharp western leading cold front and weaker eastern trailing warm front [Flament
et al., 1996]. These cusp-like perturbations in the NEF, observed from July to April, may
remain as fossil thermal signatures towards the end of the upwelling season when TIVs are
no longer dynamically active. TIVs are absent during El Nifio events when winds, Ekman
divergence, and equatorial upwelling are all weak, resulting in a weak NEF'; they may be
present year round during La Nina events when the NEF is very sharp [Contreras, 2002].
These TIVs are also seen in the Atlantic Ocean [Dutrieuz et al., 2008; Menkes et al., 2002].

We will focus on TIVs in this dissertation.

In Chapter 7, a description of the mesoscale flow around a specific TIV proceeds from in-situ
and satellite data near 140°W including from the Topex altimeter, the Pathfinder sea surface
temperature (SST) product, and the TAO mooring array from September and October 1994. A
translating frame of reference removes smearing of the vortex associated with its own westward
motion. Geostrophic currents derived from sea surface height anomaly (SSHA) show anticyclonic
rotation on the North Equatorial Front that swirls cold, salty, upwelled equatorial water to the
north on the western flank while simultaneously bringing warmer, fresher, tropical surface wa-
ter to the south on the eastern side visible in SST. Examination of the SST and chlorophyll-a
from MODIS in multiple TIVs across the Pacific between 2016 and 2019 shows variation in the
details such as strengths of gradients, background values, and frontal lines; this is especially true

at smaller scales.

Since the 1990 TIWE, various theoretical and numerical modeling authors have studied sub-
mesoscale structures potentially associated with TIVs and the NEF. The findings of three particu-

larly relevant studies are summarized below.

Marchesiello et al. [2011] examined TIVs in a numerical model and explored the spectral char-
acteristics of kinetic energy. They found that the leading edge of TIVs is subject to vigorous fron-
togenesis, including positive surface vorticity and downwelling on the cold side of the front, and
negative vorticity and upwelling on the warm side; this is characteristic of ageostrophic secondary
circulation across the front to restore the geostrophic balance destroyed by straining. This is con-

sistent with the observations of Chavanne et al. [2010], who found positive vorticity and conver-
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gence on the cold side of a front and negative vorticity and divergence on the warm side as evi-
dence of such a secondary circulation. Marchesiello et al. [2011] also used kinetic energy spectra

to show that TTVs release available potential energy that then helps restratify the mixed layer.

Holmes et al. [2014] examined the total potential vorticity (PV) of a TIV at sub-mesoscales
in a numerical model, including the horizontal component of PV from horizontal buoyancy gra-
dients. EUC water that is the source for TIV core water has significant horizontal and vertical
PV that balance one another for near-zero total PV; following TIV core formation, the water has
near-zero PV components as well. The strong vertical shear in EUC water has been subjected to
an ageostrophic overturning circulation across a front within the TIV that both reduces horizon-
tal buoyancy gradients and causes vortex tilting; the former reduces horizontal PV to near zero,
while the latter, in combination with northward advection of planetary vorticity from EUC lati-

tudes to TIV latitudes, reduces the vertical PV to near zero.

Ubelmann and Fu [2011a] identified smaller (< 150 km diameter) cyclonic and anticyclonic vor-
tices embedded in TIVs at the NEF in both observations and a numerical model; these vortices
had large diameters more consistent with mid-latitude mesoscale eddies but limited vertical ex-
tent more typical of sub-mesoscale eddies. These smaller eddies form where the NEF folds over
and occludes to produce a characteristic lambda-like shape. The asymmetry in the maximum vor-
ticities (2f for cyclones and — f for anticyclones) suggests that centrifugal instability prevents an-

ticyclones from further strengthening.

One sub-mesoscale structure of interest is fronts, which can develop with cross-frontal length
scales of only a few kilometers [McWilliams, 2016, Figure 6.2]. Sub-mesoscale fronts have a cross-
frontal buoyancy gradient that induces thermal wind shear in the down-front direction, acceler-
ating the already-present down-front geostrophic current. In response to the buoyancy gradient,
an ageostrophic secondary circulation develops that works to flatten the isopycnals and restratify
the mixed layer; the direction of the vorticity of this circulation is up-front [Figure 6.2]. However,
this restratification can be modified by either large-scale deformation flows that feed frontogene-
sis by sharpening the buoyancy gradient and thinning the front, or by down-front surface winds

that cause cross-front Ekman flow that opposes the surface branch of the ageostrophic secondary
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circulation, slowing or halting the restratification [Mahadevan et al., 2010]. The development of

sub-mesoscale fronts thus depends on several competing processes.

In Chapter 8, we place multi-frequency synthetic aperture radar (SAR) data from the Shut-
tle Imaging Radar Experiment (SIR-C) [Evans et al., 1993; Flament, 1995] and recent SAR ob-
servations from the European Space Agency Sentinel-1 satellites |Copernicus; European Space
Agency, 2011] into the framework provided by the mesoscale analysis of Chapter 7. SAR im-
ages capillary waves and any processes that alter the waves (e.g., wind stress, internal waves,
currents, bathymetry, surfactant) with very fine spatial resolution, and is thus ideal for examin-
ing sub-mesoscale fronts in TIVs. SAR fronts are also SST and chlorophyll-a fronts. SIR-C fronts
are shown to be advected by swirling currents, with the same front rotating and deforming over
four days within one vortex, and also developing cusps and other indicators of frontal instabilities.
Many of the fronts in the Sentinel-1 SAR images also show instabilities. Examination of currents
and shear from TIWE-1 and TIWE-2 cruises, plus modeled PV from Holmes et al. [2014], indi-
cates that there is strong shear at the interface and a necessary potential vorticity inflection to
allow barotropic or baroclinic mixed-layer instabilities, but the positive potential vorticity at the
fronts makes gravitational, inertial, and symmetric instabilities unlikely at frontal scales. While
low Richardson numbers superficially indicate the possibility of Kelvin-Helmholtz instability also
occurring, the mechanics make it unlikely to cause the kind of surface cusps seen at the front and

are more likely an indication of mixing.

Interpretation of SAR images can be complex: SAR back-scatter intensity is a function of sur-
face roughness, so any processes that impact capillary waves and thus surface roughness can affect
the back-scatter. Fronts are, by definition, dividing lines in properties, and TIVs have obvious
fronts in temperature, salinity, density, and chlorophyll-a, but other properties such as winds and
currents may also change across fronts. These changes, specifically in temperature, winds, and

currents, can be seen in SAR images.

In Chapter 9, we examine synthetic aperture radar images for differences across the front to
determine how SST, winds, and currents impact SAR images, and what information about these

sub-mesoscale ocean properties can be determined. First, differences in back-scatter, and thus
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surface roughness, are examined. On the leading front where there is higher back-scatter over
warmer water, the influence of temperature on the wind both by the change in wind speed and
the change in drag coefficient are sufficient to explain the observations. On the trailing front,
higher back-scatter can be associated with either warmer or colder water; the former case is iden-
tical to that on the leading front, while the latter has a temperature impact in the opposite direc-
tion of the observations. The surface currents alter the total stress, which is the true stress rather
than solely the wind stress, such that currents with different magnitudes and/or directions across
the front can be responsible for the observations. A closer look is then given to the surface cur-
rents, which refract swell and alter the capillary wave field; differences in the wavenumber vector
can be used to determine the surface currents. There are two ways of deriving currents, one that
finds only the component in the direction of the wavenumber vectors, and another that uses two
wavenumber vectors and the least-squares method. Currents derived by the first method are in-
complete and tend to be unrealistically large, while those from the second method are fully two-
dimensional and constrained in both dimensions, though they may also be too large. A statistical
analysis of the difference in wavenumber vectors across the front showed that the difference in the

stronger, shorter-wave swell across the front was nearly always statistically significant.

The last chapter of Part II, Chapter 10, contains conclusions and implications.
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Figure 6.1: Reproduced from The Open University [2001], their figure 5.1a. Diagram of conditions
in the equatorial Pacific including winds, Ekman transports, and surface currents.
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Figure 6.2: Reproduced from McWilliams [2016], their figure 5. A diagram of sub-mesoscale

(a) frontal development and (b) filament development. Buoyancy is b with its perturbation

as V'; Rossby number is Ro; Froude number is F'r; the zonal and vertical components of the
ageostrophic secondary circulation are v and w, respectively; the down-front geostrophic and
thermal wind combined current is v(x,z); and zonal and meridional components of the large-scale
deformation flow are ug and vg, respectively.
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Figure 6.3: Reproduced from Moreira et al. [2013], their figure 2. The geometry of SAR imaging,
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Chapter 7

Mesoscale variations of TIVs and

associated SST fronts

Where it is shown that in a Rossby number = —1 anticyclonic vortex on the North Equatorial
Front, sea surface temperature is advected by the swirling currents, and significant variability ex-

1sts between vortices.

7.1 Introduction

Previous studies of tropical instability vortices (TIVs) have shed light on the mesoscale struc-
ture of these vortices. Convergence along the leading front in TIVs causes aggregation of buoyant
diatoms | Yoder et al., 1994|, while equally strong ~f divergence appears in the vortex’s core; the
center of this convergence/divergence dipole is where energy is extracted from the mean shear
through barotropic instability, though baroclinic instability plays a minor role in the northward
flow of cold water in the NEF cusp [Kennan and Flament, 2000]. Surface drifters follow almost
closed-loop trajectories in a frame of reference moving with the vortices, and the strong anticy-
clonic relative vorticity in the vortex core reaches ~ —1, equivalent to Rossby number Ro ~ —1,

suggesting a vortex close to the centrifugally-unstable limit [Kennan, 1997].
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Such Ro ~ —1 vortices have been observed previously at high- and mid-latitudes. Sub-meso-
scale anticyclones form with near-zero potential vorticity (PV) and — f relative vorticity as wa-
ter flows from Chukchi Sea into the Beaufort sea; D’Asaro [1988] found that frictional bound-
ary torques through Barrow Canyon can produce the necessary relative vorticity. Flament et al.
[2001] tracked eddies in the lee of the Hawaiian Islands; anticyclones had cores in solid-body rota-
tion with initial orbital periods nearly one pendulum day (—f relative vorticity). Solid-body rota-
tion of the cores indicates that anticyclones have restabilized after centrifugal instability [Kloost-
erziel et al., 2000]. The destruction and reformation of eddies, redistributing angular momentum
to a stable configuration, may take up to several days; Chavanne et al. [2010] observed that anti-
cyclones with relative vorticity less than —f were not stabilized while they experienced centrifugal
instability for several days. Anticyclones shed from Gran Canaria also initially have cores in solid
body rotation [Sangra et al., 2005, 2007] but merge with other anticyclones or cyclones, increas-
ing their radii and reducing their periods of rotation; anticyclones were near the centrifugally-
unstable limit only early in their life. Anticyclonic eddies in the North Brazil Current retroflec-
tion are frequently near the centrifugally-unstable limit [Casteldo and Johns, 2011] and must have
already restabilized, since their structure was similar to the one described by Flament et al. [2001]

and proposed by Kloosterziel et al. [2000] as evidence of restabilization.

In this chapter, the aim is to create an accurate description of a TIV on mesoscales that can
be used as a framework in which to place the results of later chapters. Sea surface temperature
(SST) and sea surface height anomaly (SSHA) data of TTVs will be examined on mesoscales; sec-
tion 2 describes the data, section 3 explains the translating frame of reference and describes a
TIV in such a frame of reference, section 4 describes the variability observed between TIVs, and

section 5 contains a brief summary and conclusions.

7.2 Data

Data for this analysis comes from two distinct time periods with specific times and locations

chosen to match the available synthetic aperture radar (SAR) images used in later chapters.
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For the first time period, centered about ~5°N, 142°W in early October 1994, in-situ tempera-

ture and salinity data along with satellite SST and SSHA were used.

Daily in-situ temperatures from the surface to 500 m depth were taken from the TAO moorings
located at 2°N, 140°W and 5°N, 140°W from day 185 to day 365 [Figure 7.1b,c|. These tempera-
tures were used in raw form to examine traces of SST changes and shifting thermocline depths,
as well as in an inversion to estimate SSH variation. The SSHA was inferred from the mooring
temperatures, assuming that the equatorial thermocline is approximated by a surface layer over a
motionless deep layer (1.5-layer model, i.e. thermocline depth variations mirror SSHA variations,
scaled by the relative density difference between upper and deep layers). The depth of the 20-C

isotherm was linearly interpolated from the temperatures at the instrumented depths.

CTD casts from the R/V Cromwell at 5°N, 155°W one month before in August 1994 during a
cruise were used to determine the density near the surface and at depth used in the SSHA inver-

sion from mooring temperatures.

Along-track SSHA from the Integrated Multi-Mission Altimeter Data version 4.2 |Beckley et al.,
2017] between 5°S and 15°N, 170°W and 100°W during yeardays 250 to 280 in 1994 was used in
the translating frame of reference |Figure 7.1d]. A complication when mapping SSHA from satel-
lite altimeters stems from the significant anisotropy of the sampling: while samples are collected
along-track at ~7-km resolution, the longitudinal spacing of the tracks is determined by the orbit
repeat cycle, which is 144 orbits over 10 d for Topex, yielding a longitudinal resolution of 2.5° or

278 km near the equator.

Satellite SST was taken from two sources: the Pathfinder version 5.3 level-3 collated SST prod-
uct [Saha et al., 2018], with 1/24° resolution and twice-daily maps, and high-resolution AVHRR
images from NOAA-12 with 1.1 km resolution collected directly by the University of Hawaii
HRPT receiving station [Figure 7.1d]. The Pathfinder product was taken for yeardays 267 to 281
in 1994 over the area from 2°S to 12°N and 170°W to 110°W and used in the moving frame of ref-
erence. The individual images were taken on days 266, 267, 274, and 276 of 1994; these were pro-

cessed using the standard NOAA multi-channel SST algorithm but were recalibrated against
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the better-validated Pathfinder product maps before being composited with them to give clearer,

higher resolution snapshots of TIV impacts.

For the second study period between 2016 and 2019 and covering the entire eastern and central
equatorial Pacific, both SST and chlorophyll-a were taken from MODIS level 3 standard mapped
images from both Aqua and Terra satellites, processed by the Ocean Biology Processing Group at
NASA [NASA Goddard SFC, OEL OBPG, 2018a,b, 2020a,b|. The variables SST, SST4 (from 4
pum radiance), and chlorophyll-a derived from a standard algorithm using reflectance in the blue-
to-green spectral range were taken at 1/24° resolution twice daily for regular SST and chlorophyll-

a, but only once daily for SST4. This data was used to examine variability between TIVs.
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Figure 7.1: (a) Surface winds at the 2°N, 140°W and 5°N, 140°W TAO moorings; (b) 1-m depth
temperatures, with the passage of the leading and trailing fronts of TIV #3 are marked by
dashed lines; (¢) temperatures at the 5°N, 140°W mooring at depths of 1, 100, 120, 140, 180

and 300 m where hatching highlights times when the temperature at 140 m was greater than 20 C
and successive TIVs are numbered 1 to 5; (d) times of the individual HRPT AVHRR images, SIR-
C SAR images and periods during which TOPEX and global AVHRR products were processed

to estimate translation speed are marked above the time axis; the time of the HRPT AVHRR
image on day 276 closest to the times of the SIR-C images is marked by a vertical line. The lon-
gitude and time x-axis labels are related by the translating frame of reference, with the longitude
reference being correct at 0000 UTC on day 274 of 1994.
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7.3 TIVs in a translating frame of reference

At 5°N, close to the latitude of the centers of the TIVs, the TAO mooring temperature changed
sharply at 140-m depth with the rise and fall of the thermocline, reflecting the geostrophic sig-
nature of the anticyclonic TIVs passing that location [Figure 7.1c|. At the time of interest, the
well-defined TIV #3 and its deepened thermocline had just passed by the mooring at 5°N. At 2°N
(not shown), variations of the thermocline depth respond principally to processes in the equato-
rial wave-guide, and not to the passage of TIVs. Temperature at 1-m depth is shown with an en-
larged scale in Figure 7.1b. At 2°N, the leading front (from warm to cold water) associated with
TTIV #3 passed 140°W on day 257, while the trailing front (from the northward protrusion of cold
water to the warm water pool) passed on day 268; at 5°N, the surface signatures of the passing

TIVs and NEF cusps are similar but weaker.

Because TIVs move rapidly westward, mapping such features on a stationary grid smears them
out [Figure 7.2]. A commonly used technique for improving the focus on translating eddies con-
sists of mapping the data in a frame of reference moving with eddy centers |Pingree and Cann,
1992]. The westward translation will be defined as y/ = y, and 2/ = = — ct, where x is longi-
tude, y is latitude, ¢ is the translation speed, z/ and y/ are coordinates in the translating frame
of reference, and t is the time since 00:00 UTC on day 274 in 1994, chosen as the origin. When
gridding non-synoptic data, an optimum translation speed can be estimated as the speed at which
the gridding error is minimized [Kennan and Flament, 2000; Menkes et al., 2002|. Here, we are
limited to satellite data (SSHA and SST) to estimate the translation speed. There were no other
moorings within a TIV wavelength, and there were no SVP drifting buoys looping in this TIV to

aid in estimating the translation speed.

In the fixed frame of reference, objective mapping algorithms are generally used to produce
standard gridded SSHA field for each repeat cycle [LeTraon et al., 1998]. However, in the present
case, the rapid westward motion of TIVs within a repeat cycle precludes using these off-the-shelf

gridded fields.
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To circumvent this sampling limitation and optimally separate signal from noise, we proceeded
as follows: (i) the along-track SSHA data were smoothed by a running mean to match the ac-
tual 35-km spectral resolution of the TOPEX altimeter | Tchilibou et al., 2018] and interpolated
onto a fixed latitude grid; (ii) empirical orthogonal functions (EOFs) of SSHA as functions of lat-
itude were computed by lumping together tracks from the 100°-170° longitude interval and over
the July to December season, where and when TTVs are most commonly observed; (iii) the four
largest EOFs [Figure 7.3|, which accounted for 79.6% of the variance, were retained to construct
noise-filtered SSHA data; (iv) the noise-filtered SSHA data were translated using speeds of 0 to
1 m/s westward with 0.02 m/s steps; (v) gridding was then performed as the mean within a 1.5°
search radius, following Kennan and Flament [2000, their Fig. 12|. Figure 7.4a shows the grid-
ding error as a function of translation speed and latitude, longitudinally averaged over 140°W to
145°W, the region of interest that contains TIV #3 seen in the mooring time series. Figure 7.4b
shows the error further averaged meridionally over 4°N 6°N. The error is minimum at a transla-
tion speed of —0.34 m/s [Figure 7.4b]. The variance of the SSHA differences at all translated or-
bit crossings is an alternative parameter to assess the optimum translation speed [Figure 7.4c]; it

is minimum at a translation speed of —0.30 m/s.

The gridded SSHA from the altimeter can be compared with the SSHA inferred from the moor-
ing temperatures [Figure 7.4d]. The altimeter SSHA and the depth of the 20-C isotherm correlate
best also for a —0.34 m/s westward translation speed. From the slope of the regression a relative
density difference of 1/464 can be inferred (for reference, the Levitus climatology at 5°N, 140°W
gives a relative density difference of 1/190 between the surface and 300m depth, while CTD casts
taken from the R/V Cromwell at 5°N, 155°W one month before the shuttle flight yield a relative
density difference of 1/186 for the same depth range). This smaller relative density is a result
of the smoothing done to the Topex SSHA during gridding; when the relative density difference
from the R/V Cromwell CTD data is used to calculate the expected SSHA, values are between 0
m and 0.26 m, larger than those found in the gridded Topex but much closer to the along-track

Topex data (-0.03 m to 0.25 m), which accounts for the discrepancy.
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Similarly, the SST was gridded in the moving frame of reference; the median of overlapping pix-
els in the translated images was computed using speeds corresponding to whole-pixel shifting (i.e.,
speeds were chosen so that pixel longitudes were shifted by an integer number of locations, sim-
plifying the re-gridding of large data sets). Because SST is uniformly cold along the equator and
uniformly warm north of the NEF, and because there are fewer usable cloud-free pixels away from
the equator towards the ITCZ, the SST gridding error is a weak constraint to assess the trans-
lation speed, even in the 4°N to 6°N latitude band which experiences most of the SST variations
corresponding to the passage of TIVs and NEF cusps. Additionally, the temporal variations of
temperature at 1-m depth are small compared to those in the thermocline [Figure 7.1b and c].
Figure 7.4e shows the SST gridding error as a function of translation speed, averaged longitudi-
nally over 140°W to 145°W and meridionally over 4°N to 6°N. There is a modest albeit significant

minimum at a translation speed of —0.32 m/s.

These three separate assessments point to an optimum translation speed of between —0.30 m/s
and —0.34 m/s to bring TIV #3 into focus, i.e., to define a frame of reference in which TIV #3
appears as a stationary or static feature. While this estimated translation speed is subject to un-
certainty, note that over the £3-d temporal span of the SIR-C SAR images, an error of 0.05 m/s
in the translation speed converts into a longitude error of only 13 km, or 3 pixels of the global

Pathfinder product.

The gridded SST and SSHA fields, assuming translation speeds of —0.32 m/s and —0.34 m/s,
respectively, are shown in Figure 7.5 using the longitude scale corresponding to chosen time origin
of 00:00 UTC on yearday 274 in 1994, hereafter sub-scripted as Wr. The slightly different trans-
lation speeds for the two data sets produce negligible differences while saving significant computa-

tional time for the SST field calculations.

The upwelling along the equator is visible, with cold surface water cusps protruding northward
to ~6°N at 143°Wr (corresponding to TIV #3) and also at 136°Wr (corresponding to TIV #4).
The signature of the TIV #3 appears as a 0.15-m high in the SSHA field, which was centered at
6°N, 142°Wr. The signature of the approaching TTV #4 is also seen further east as a 0.17-m high

at 136°Wr. The SSHA field reflects the velocity field through geostrophy; this inferred velocity
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field resolves well the anticyclonic circulation of a TIV, with the western side of the anticyclone
bringing cold upwelled water northward and the eastern side bringing a pool of warm surface wa-

ter of ITCZ origin southward.

The TIV centered at 143°Wr displays therefore all the dynamical characteristics of the archety-
pal TTV described by Flament et al. [1996] and Menkes et al. [2002]: a 500-km diameter anticy-
clone in cyclo-geostrophic balance, with a maximum peripheral velocity of 0.70 m/s and core vor-

ticity ~ —0.2f.

While the dynamical structure of TIVs can be approximated to first order as steady in the
translating coordinates, the temperature field may be subject to significant evolution during an
orbital period, advected by the swirling velocity field and subject to air-sea interactions and diur-
nal warming of fresher water in the warm sector. Because the temperature fronts are not station-
ary, they remain considerably smeared in the gridded global 1/24° JPL-Pathfinder SST product,
even after translation [Figure 7.5a]. The evolution of the fronts must therefore be traced in indi-

vidual SST images.

Individual high-resolution AVHRR images composited with Pathfinder SST product are shown
in Figure 7.6. The fronts, traced in each of those images, are shown in Figure 7.7. The leading
front (west of the cold northward protrusion) has a westward translation consistent with —0.32
m/s, but only at 4.4°N; it experiences considerable strain/rotation, its orientation evolving from
NE-SW to N-S in just 8 days. The trailing front (east of the cold northward protrusion) reflects
the more complex southward and clockwise swirling of the warm pool. A section through the SST
image on day 274 is shows the main leading and trailing fronts correspond both to transitions of
~1 C over scales of 3 to 4 km in the SST images, about the same order as the resolution of the

AVHRR sensor |Figure 7.8|. Occasionally, multiple temperature steps are observed.
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Figure 7.2: (a) Topex SSHA and (b) Pathfinder SST in the area of interest in the equatorial Pa-
cific with no translation. A search radius of 1.5° is used in mapping SSHA, while SST is the mean

of co-located pixels.
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Figure 7.3: (a) Magnitude of the first 4 TOPEX EOFs formed over the equatorial Pacific in the
area of interest between -2°N and 12°N, 150°W and 135°W, with higher EOFs being in lighter
grey, with (b) the magnitude of the variance explained by a given number of EOFs (solid line)
and the magnitude of the variance explained by each EOFs (dashed).
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Figure 7.4: (a) The zonal average of the standard deviation of Topex SSHA gridding over 140°W

to 145°W; (b) the meridional average of (a) over 4°N to 6°N; (c) the variance at cross-over points
in the translated Topex tracks; (d) the correlation coefficient between translated Topex SSHA at

5°N, 140°W with the depth of the 20-C isotherm at a colocated buoy; and (e) the average of vari-
ance of Pathfinder SST gridding over 4°N to 6°N and 140°W to 145°W, all for translation speeds

between 0.10 and 0.60 m/s westward. Shading in (b) through (e) highlights coincident low errors
and high correlation. In (a), the black contours are at 3.58 cm to highlight the minimum between
the white dashed contours bounding 4°N to 6°N.

84



29

28
2 S
= 27 =
g i
26
- 25
15
E
10 &
<L
I
5 7
0
c 1.0 1.0 4
8 4 = 0 5"5”‘
ol ST . 0.5 0.5
%6_ {1\\(t‘-‘i’
= Yo
E ¥ 0.0 S 0.0
47 -0.5 -0.5
2 . . -1.0 -1.0
—150 -145 -140 -135 0 10

Longitude Wt

Figure 7.5: (a) Gridded SST field in the area of interest from 2°S to 9°N, 150°W to 135°W, using
NASA Pathfinder data for the period overlapping the SIR-C SAR images; (b) gridded SSHA field
in the area of interest from 2°N to 9°N, 150°W to 135°W; (c¢) vorticity, assuming the optimum
translation speed of -0.34 m/s. The SST (actually 1-m depth temperatures) from the moorings
at 2°N, 140°W and at 5°N, 140°W are overlaid on (a) and the inferred SSHA from the mooring

at 5°N is overlaid on (b), as similarly color-coded bands. The geostrophic surface velocity vectors
inferred in the vicinity of TIV #3 from the gridded SSHA field are overlaid on (b) and (c). The
distribution of vorticity within 1.5° of the center of TIV #3 scaled by f at 5°N is shown to the
right of the plots.
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Figure 7.6: Composite of AVHRR and Pathfinder SST in area of interest from 0°N to 10°N,
145°W to 135°W, for yeardays (a) 266, (b) 267, (c) 274, and (d) 276 in 1994.
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Figure 7.7: Fronts traced in AVHRR /Pathfinder composites in the area of interest from 0°N to
10°N, 145°W to 135°W, on days (from dark to light lines) 266, 267, 274, and 276 in 1994.
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Figure 7.8: (a) AVHRR/Pathfinder SST composite in the area of interest from 0°N to 10°N,
150°W to 135°W, on day 274 with transect across the front (black line) and location of front
crossing of transect (black star); and (b) the temperature along the transect in (a) with along-
front distance.
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7.4 Variability in TIVs

All TIVs are dynamically similar and occur in similar conditions, so there are many similarities
between different TTVs but also many differences. Figure 7.9 shows SST and chlorophyll-a con-
centrations of four different TIVs, all at different locations and times. Chlorophyll-a is higher in
colder upwelled water that is enriched in nutrients, so the swirling motion of the TIV is also dis-
cernible. The cusps in the NEF created by the swirling of the TTVs are visible in all four sets of
panels, though they differ in the details. The time of the year as well as the ENSO state impact
the strength of the equatorial Pacific winds, and thus the upwelling and currents. The first two
sets of images, on yeardays 149 and 196 in 2016, occur very late in the TIV season, when winds
are normally weaker, upwelling is less intense, TIVs are less dynamically active if present at all,
and fossil SST signals remain. However, ENSO had switched from a positive phase to a nega-
tive phase a few months prior to the first image, so the winds had been abnormally strong in the
spring, starting the TIV season earlier than normal. The last two image sets, on yeardays 233 in
2018 and 240 in 2019, occur within the normal TIV season, and the Ocean Nifio Index is neutral,
indicating neither an El Nifio or a La Nina. The winds, upwelling, and currents would be stronger

in the last two panels than in the first two panels.

For the TTV on yearday 149 in 2016, colder, chlorophyll-a rich water is advected upward into
a blunt cusp while the warmer water swirled southward and formed a smooth front to the south.
The TIV two months later differs in that the NEF cusp extends further northward while the
warmer water swirled southwards dips into and mixes with the colder water south of the NEF,
creating a “dent” in the southern section of the front. The TIV on yearday 233 in 2018 is even
more different, with cold water from the NEF cusp being advected eastward across the north-
ern part of the TIV, and the TIV core is colder than the two earlier ones. The leading front on
the western edge of the TIV is more diffuse, whereas in the previous two TIVs, this front is well-
defined in both SST and chlorophyll-a. The final TIV in Figure 7.9, from yearday 240 in 2019,
has a better-defined leading front than the TIV from a year earlier, and the cold water was not

advected as far across the northern flank of the TIV as it was then, though still much farther
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than the two earliest examples. The very center of the core is warmer than the 2018 TIV, and

this warm water extends out the eastern side of the TIV.

The resolution of the SST and chlorophyll-a images is not small enough to accurately resolve
the features of the TIVs on sub-mesoscales. However, we know that sub-mesoscales are full of fila-
ments, fronts, currents, and eddies that vary widely over small distances and on short timescales.
Because of this, TIVs likely vary even more over small scales than visible here, and each TIV

likely varies widely over its lifetime.
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Figure 7.9: MODIS (top row) SST and (bottom row) chlorophyll-a in the equatorial Pacific for (a
& e) day 149 in 2016, (b & f) day 196 in 2016, (¢ & g) day 233 in 2018, and (d & h) day 240 in

2019.
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7.5 Summary and conclusions

Winds in the equatorial Pacific create conditions that spin up anticyclonic TIVs that deform
the strong temperature front they travel along into cusps. A TTV centered around 6°N, 142°W
in early October 1994 had a diameter of about 350 km with maximum swirl velocity of 0.7 m/s
and average core vorticity of —0.2f. This TIV was seen in a frame of reference translating at 0.32
m/s westward in Pathfinder SST as a cusp of water about 3 C colder than the surrounding sur-
face water protruding northward on the western flank of the vortex. Additionally, the passage of
warm and cold water associated with the frontal cusp is seen in SST at two moorings at 2°N and
5°N, 140°W; at the lower-latitude mooring, the SST difference between the cold cusp and warmer
water that followed was about 2.2 C, while for the more northerly mooring, that difference was
about the same, but the actual temperatures were 1.5 C warmer. In AVHRR snapshots, this tem-
perature difference was only 1.5 C, but there are multiple jumps in temperature when crossing
the front indicating several closely-spaced but weaker fronts. AVHRR snapshots show that the
fronts around the cold cusp shifted westward in time; the western part of the front at the cusp ro-
tates counterclockwise, while the eastern part of the front at the cusp rotates counterclockwise at
first, and then deforms because of the swirling on the currents. The TIV was also in Topex SSHA
(in a frame of reference translating at —0.34 m/s westward) as a 0.15 m high point. The SSHA at
the 5°N, 140°W mooring derived from the depth of the 20-C isotherm assuming a 1.5-layer model
using the inferred density difference between the layers found a 0.13-m high coincident with the
TIV followed by a 0.10-m drop following the passage of the vortex. While there are some differ-
ences in the details between these observations and inferred quantities, they agree generally with

the presence of a TIV.

SST and chlorophyll-a data from MODIS shows the swirling of water with different tempera-
tures and chlorophyl-a concentrations in four different TIVs that also show seasonality and the
effects of the ENSO cycle on TIV dynamics. These four TTVs have many similarities at larger
scales, though they differ in some of the smaller scale details and are expected to differ even more

on sub-mesoscales, though MODIS data does not have the resolution to confirm this.

92



Chapter 8

TIV fronts, frontal evolution, and frontal

instabilities

Where it is shown that in a Rossby number = —1 anticyclonic vortex on the North Equatorial
Front, fronts inside the vorter are advected by the swirling and may develop waves, cusps, or even
breaks in the line of the front, evidence of shear current instabilities which do not require that total

potential vorticity is negative.

8.1 Introduction

While satellite-derived sea surface temperature (SST) and sea surface height anomaly (SSHA)
are suitable for examining mesoscale structures in tropical instability vortices (TIVs), this is not
the case for sub-mesoscale structures as data with very fine spatial resolution is necessary. Syn-
thetic aperture radar (SAR), with spatial resolution as fine as 25 m by 25 m, is ideal. Satellite-
borne SARs transmit signals with frequencies of 1 GHz to 12 GHz (wavelengths 2 ¢m to 30 cm;
24 c¢m for L-band, 6 cm for C-band, and 3 c¢m for X-band) in the direction orthogonal to flight,
the slant range direction [Figure 6.3|. Slant ranges R to the targets are inferred from the travel
times, with the bandwidth B of the signal determining the slant range resolution dR = ¢/2B.

The azimuths of the targets (in the flight direction) are inferred by processing the Doppler history
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of the received signals over a certain time interval dt, resulting in a synthesized antenna aperture
D; in the direction of flight Dy = dt - v, where v ~7 km/s is the orbital velocity. The azimuthal
resolution scales as dA ~ RI/2D; for radio wavelength [. With synthetic aperture processing,
the azimuthal resolution is much finer than would be obtained using the real physical aperture of
the radar antenna, the real beam-width nevertheless limiting the usable integration time dt. For
example, at 1.2 GHz L-band (A = 0.25 m), from a slant range R = 275 km, a 10-m azimuthal
ground resolution can be reached with a synthetic aperture D; = 3.5 km, or dt =~0.5 s flight
time, using a physical antenna a mere d = 12 m long having a physical beam-width of 1.2° or an
equivalent real aperture ground resolution of 5.5 km [Moreira et al., 2013]. A critical parameter of
space-borne SAR is the ratio R/v, which governs the importance of the so-called azimuthal mod-
ulation, i.e. the different imaging response of surface waves whether they travel in the range or
azimuth directions. SARs at the typical shuttle altitude of ~225 km provide better imaging of
waves traveling in the azimuth direction than SARs at the typical polar orbiter altitude of ~800
km. Vertical polarization yields the strongest back-scatter signal. Processes that modulate the
amplitude of the matching capillary waves result in variations of the back-scattered intensity

that are visible in the SAR images. Specific to the synthetic aperture processing, processes that
Doppler-shift the back-scattered electromagnetic waves will also display signatures in the pro-
cessed SAR images. Wind stress changes, wave-current interactions, surfactant-induced damping,
and heavy rain are the primary processes that modify capillary waves and thus are visible in SAR

imagery.

The sheer size of data streamed by SARs until recently restricted coverage to when the satel-
lites were in view of high bandwidth down-link earth stations, of which only a few existed.
Recording by on-board tape recorders was also very limited. For a long time, this precluded SAR
coverage of the equatorial Pacific and the NEF area. The Shuttle Imaging Radar SIR-C/X-SAR
missions |Evans et al., 1993] launched in April and October 1994 were truly the first opportu-
nity to image the equatorial Pacific NEF with SARs. SIR-C was equipped with three SARs oper-
ated simultaneously: two dual-polarization SARs at L-band and C-band built by the Jet Propul-

sion Laboratory, and a vertically polarized SAR at X-band built by the German Space Agency.
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The images were processed with typical spatial resolutions of 25 m and 12.5 m, respectively. The
Shuttle Imaging Radar SIR-C/X-SAR missions were the first opportunity to image the NEF re-
gion with SAR, but the missions consisted of only two 11-d flights, and support for post-mission
data processing, calibration, and correction was limited, reducing the utility of the images. Addi-
tionally, the missions occurred during a gap in satellite ocean color missions and at a time when
storage and transfer of high-resolution data was both difficult and costly, limiting supporting ob-

servations.

The European Space Agency’s Sentinel-1 mission addresses these issues with two satellites
launched April 2014 and 2016 carrying C-band SAR instruments, each with a 12-d repeat cycle
but together, an effective six-d repeat cycle. Imagettes, or 20 km by 20 km sections of the ocean
imaged every 100 km with alternating look angles (~24° and ~37°), produce a sparsely sampled
view of the open ocean. Combined with the recent flourishing of satellite-based ocean observation,
with multiple satellites measuring SST, ocean color, surface winds, etc., this mission provides an

opportunity to observe a variety of fronts in different TIVs.

In this chapter, the aim is to place multi-frequency SAR data from the SIR-C experiment
[Evans et al., 1993; Flament, 1995] and recent SAR observations from European Space Agency
Sentinel-1 satellites into the framework provided by the analysis in Chapter 7, with a focus on
the fronts within TIVs, the variety of their features, their spatial evolution, and their instabilities.
The data is described in section 2, and the TIV fronts and their imaging are in section 3. Section
4 covers the temporal evolution of the fronts in one TIV, while section 5 describes frontal insta-
bilities and what can be inferred about those in TIVs. The final section contains a brief summary

and conclusions.

8.2 Data

During the second shuttle mission lasting from day 274 to day 284 in 1994, SIR-C acquired an
extensive set of SAR images over the equatorial Pacific at the peak of the instability wave season.
Images taken on days 279, 280, and 282 in 1994 in the trailing front area of a TIV centered at

6°N 142°W are the best for revealing the NEF [Figure 8.1]. All 3 bands were used.
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In-situ data from the two TIWE cruises was also used [Figure 8.2]. TIWE-1 took place in Au-
gust and September 1990, while TIWE-2 took place in November and December 1990. For both
cruises, towed CTD on a seasoar platform [Sawyer et al., 1995] and shipboard acoustic Doppler
current profiler (ADCP) |Firing et al., 1994] were used. These two data sets were processed for
days 214 to 252 in 1990 for TIWE-1 and days 314 to 348 in 1990 for TIWE-2 at ~5 min resolu-
tion along the cruise track with 2-m depth resolution covering from the surface down to 300 m;

however, the vertical resolution for the ADCP was 8 m.

All Sentinel 1 imagettes [Copernicus; European Space Agency, 2011| before January 2020 be-
tween 0°N and 10°N, 115°N and 160°W, were examined to produce a record of fronts associated
with TIVs; eight-hundred imagettes with fronts were selected from ~90,000 imagettes in the se-
lected region during TIW seasons, identified based on the condition of the NEF in SST images
[[FREMER/CERSAT, 2007]. These 800 were compared with SST and chlorophyll-a observations,
and 75 were chosen for further analysis with attention to selecting images with fronts displaying a
variety of features. The surface roughness, the ratio between observed and modeled back-scatter
[Quilfen et al., 1998], is independent of the SAR viewing angle and was selected over raw back-

scatter.

Gridded observations of SST and chlorophyll concentration with 4-km resolution from MODIS
Aqua and Terra satellite passes [see Chapter 7 for details; NASA Goddard SFC, OEL OBPG,
2018a,b, 2020a,b] over a three-day window centered on each SAR imagette were compared to
SAR fronts. The MODIS observations were used in 100-km-by-100-km sections to help identify

surrounding features.
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Figure 8.1: Footprints of SIR-C images taken on days 279, 280, and 282 of 1994 overlaid onto (a)
SSHA and (b) SST in moving frames of reference (details in Chapter 7.3) in the area of interest
from 2°N to 9°N, 150°W to 135°W.
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Figure 8.2: (a) Partial cruise track for TIWE-1 with front marked in black and times on day 232
in 1990; and (b) partial cruise track for TTIWE-2 with times on day 330 in 1990. The front lo-
cation is not known exactly in (b) as it is in (a). For both (a) and (b), only the section of track
corresponding to data in Figure 8.9 and 8.11, respectively, are shown.
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8.3 TIV fronts in SAR images

Fronts in SAR images [Figure 8.3| are really fronts in back-scatter intensity and are caused
by physical processes in the ocean and atmospheric boundary layer. Fronts themselves are visi-
ble as bright lines because of the increased surface roughness due to increased wave breaking be-
cause of convergence at fronts. There are other changes at fronts that make them visible in other
data. TTVs lie on the NEF and swirl cold, salty, dense, upwelled water enriched in chlorophyll-a
northward on the western flank and warm, fresher, lighter, surface water depleted in chlorophyll-a
southward on the eastern flank; SAR fronts are thus frequently coincident with SST and chloro-
phyll fronts [Kuang et al., 2012, Figure 8.3]. The SAR image on day 154 in 2016 is on the trailing
front, and there is a strong gradient of SST and chlorophyll-a across the front. The front in the
SAR image on day 218 in 2016 lies on a gently curved section of the leading front, which has a
clear gradient of SST across it though not a clear gradient of chlorophyll-a. For the SAR image
on day 365 in 2017, the trailing front at the same location has a strong gradient in SST but is not
collocated with a front in chlorophyll-a. The conditions of the SAR images on days 3 of 2018 and
254 in 2019 are similar in that both occur on fairly straight sections of leading fronts that have
clear SST differences, but clouds in the chlorophyll-a images prevent determining whether there
is a collocated chlorophyll-a front. The last SAR image, from day 273 in 2019, is from the up-
per section of the trailing front on a cold cusp that has cross-frontal differences in both SST and

chlorophyll-a.

Across-front sections of SIR-C X-SAR back-scatter intensity provide information on the pro-
cesses occurring near the trailing front. The intensity averaged along the front [Figure 8.4] peaks
at the front, but there is a distinct asymmetry: on the eastern side of the front, intensity
increases significantly over the background level over less than 250 m, while on the western side
of the front, intensity decreases exponentially to the background level over ~6 km. This suggests
that surface roughness at 1- to 10-cm scales suddenly increases from east to west but decays pro-
gressively after crossing the front. Given that SE trade winds produce SE windseas at this loca-

tion, short wind waves presumably break in concert at the front and continue to do so with de-
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creasing frequency down-wave of the front. This could be indicative of convergence at the front as

wave-breaking increases at lines of convergence [Johannessen et al., 1997].
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Figure 8.4: X-SAR back-scatter from day 279 in 1994 from the region around 5°N, 141°W in the
equatorial Pacific (a) with image shifted to align front, and (b) back-scatter averaged in along-
front direction to give mean back-scatter when crossing the front. The top section of the image is
east of the front, while the bottom half is west of the front.
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8.4 The temporal evolution of a front

Footprints of the SIR-C/X-SAR images overlaid on the SSHA and SST fields viewed from the
translating frame of reference [Figure 8.1] show clustering around the trailing front of a TIV at
the transition from cold to warm surface water. During the 10-d shuttle mission, the average wind
was 7.2 m/s southeasterly at the 2°N mooring (the 5°N mooring did not return meteorological
data) and 7 m/s southeasterly from the gridded ERS-1 scatterometer [Bentamy et al., 2002]. The
wave conditions from the WAVERYS reanalysis [E.U. Copernicus Marine Service Information,
2021a] indicate a dominant southwesterly swell at about 14 s, corresponding to a wavelength of
about 300 m, superimposed over weaker swell from the north or northwest at 13 s (260 m), and

wind seas from the southeast.

Figure 8.5 shows the quick-look images in range v. azimuth coordinates for three SAR images
taken on days 279, 280, and 282 in 1994, whose footprints are in Figure 8.1. These fronts, traced
manually on the SAR images, were overlaid on the AVHRR composite images on days 274 and
276 |Figures 8.6]. While these AVHRR images are closest in time to the SAR images, there is
inevitably an uncertainty in the translation speed over such short intervals, especially given the
rapid evolution of the locations and orientations of the fronts strained by the swirling motion.
Rather than adjust the positions based on the monthly-averaged translation speed inferred from
the optimum gridding of the altimeter SSHA data, we subjectively used an ad-hoc translation to
match the back-scatter intensity and SST signatures. This approach is validated by analysis of
a larger data set of SAR images from Sentinel-1 in which the back-scatter fronts are consistently

co-located with SST and ocean fronts imaged by other satellite sensors [Chapter 8.3]

This succession of three SAR images shows the evolution of the trailing front, oriented linearly
SE to NW at about 5.5°N, 141.5°W. On day 279, the front in the SIR-C and X-SAR images |Fig-
ure 8.7a| is fairly straight except for a “kink” at 5.1°N, 141.3°W, that departs from the straight
path for ~10 km. On day 280 [Figure 8.7b], the front is very similar, including the kink (now at
6.0°N, 143.5°W). However, the direction of the front has rotated clockwise by about 8.5°. On day
282 [Figure 8.7¢]|, the front has a stronger curvature, running initially N to S and then bending
southeastward with a radius of curvature of ~150 km at 4.3°N, 140.7°W. As the TIV rotates, cold
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and warm water are advected. The NEF, and thus the fronts in SAR imagery, are swirled around
and deformed. Additionally, in the last SAR image, many small-scale wavy deformations of the

front with scales of 1.5 to 6.5 km have appeared [Figure 8.8].
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Figure 8.6: SAR fronts (black lines) on AVHRR/Pathfinder SST composite (greyscale) images for
days (a) 274 and (b) 276 in 1994 in the equatorial Pacific from 0°N to 10°N, 145°W to 135°W in
the translating frame of reference centered on day 274 in 1994.
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Figure 8.7: SAR back-scatter for quick-look images taken on yeardays (a) 279, (b) 280, and (c)
282 of 1994 in the equatorial Pacific from 0°N to 10°N, 145°W to 135°W in the translating frame
of reference centered on day 274 in 1994, with fronts in black.
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Figure 8.8: SAR back-scatter zoom for X-SAR on day 282 in 1994 in instrument coordinates
(range v. azimuth). Front is in black.
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8.5 Frontal instabilities

The small-scale deformations of the SAR image on day 282 in 1994 visible in Figure 8.8 are in-
dicative of instabilities developing along the axis of a sub-mesoscale surface density front, which
can deform straight or curved fronts into very wavy, cuspy, or even fractured fronts. The front is
oriented linearly from north to south with a slight bowing outward to the west, but it has many
small scale variations in the line of the front. Winds are down-front, which produces Ekman cur-
rents that cross the front from more to less dense water, opposing the ageostrophic secondary cir-
culation and restricting destruction of the cross-front horizontal buoyancy gradient. Other exam-
ples of instabilities of the trailing front are in Figure 8.3a, ¢, and f. The last of these has cyclonic
vorticity at the surface from large-scale surface currents. The lambda-shaped occlusion at the
density front is very similar to the early stages of the shedding of cyclones in Ubelmann and Fu
[2011b], where strong downwelling at the surface from strong convergence creates vortex stretch-
ing that increases cyclonic vorticity at the front; the front folds cyclonically, and a cyclonic eddy
spins off from the front. Winds blow from the southeast, across the front at a shallow angle, so

there are some Ekman currents that oppose frontolysis.

One example of a leading front with instabilities is in Figure 8.3d. The front is oriented south-
west to northeast with a linear shape marred by cusps with scales between 2 and 10 km. Figure
8.3e is also on the leading front; the shape of this instability, with the strong cusps, may be an
earlier stage of Figure 8.3b, where the line of the front is broken. The winds for these images
are nearly directly across the fronts, so the Ekman currents have little impact on the expected

ageostrophic secondary circulations.

Oceanic fronts can appear in SAR images because there can be convergence at the front, which
impacts surface waves and thus surface roughness. The SAR fronts can have many shapes includ-
ing straight lines, curved lines, wavy lines, cuspy lines, lambda-shaped cusps, and combinations
of these [Figure 8.3]. While straight lines and even curved lines can result from simple situations
with convergence along a line, wavy fronts, cuspy fronts, and lambda-shaped cusps are due to in-
stabilities. The two main fronts in TIVs have different properties that may impact the type of

instability most likely to occur; we discuss these fronts and their instabilities using data from a
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variety of sources and TIVs despite the significant variability present and thus we limit our con-
clusions to general statements about “possible” and “likely” processes occurring instead of making

concrete statements about the dynamics within a single real TIV instance.

Leading fronts have warm, fresh, less dense water to the west and cold, salty, more dense water
to the east. The front forms where the cold water advected northward by the swirling TTV meets
the warm equatorial surface waters; the more dense water subducts under the less dense water at

the front where there is strong convergence |Kennan and Flament, 2000].

The TIWE-1 cruise crossed a leading front from NW to SE, and CTD data |Figure 8.9a] shows
that warm, fresher water to the northwest of the front in the shape of a wedge lies above colder,
saltier water that extends to the surface southeast of the front. Stratification N? is an order of
magnitude larger at the interface than elsewhere, and the along-track buoyancy gradient is six
times larger at the interface than the background value of 1 x 10~7. ADCP currents show a nar-
row, southwestward along-front current that occurs in the upper mixed layer just northwest of the
front, distinct from the northward current on either side [Figure 8.9¢ and d|. This is the down-
front thermal wind shear produced by the density gradient across the front. There are strong
north-northwestward currents southeast of the front and below the narrow along-front current,
which pushes the more dense water in the vortex core beneath the less dense water outside [Fig-

ure 8.9d].

The current shear in the ADCP data is strong at the front and along the frontal surface be-
tween the lighter and denser water, particularly the vertical shear which may be as large as
3800 f. Horizontal shear is much smaller at up to 20f, but the shear of the meridional current
is higher and positive along much of the interface, though not isolated solely to the interface. In
a numerical model of a TIV at sub-mesoscales [Holmes et al., 2014], the buoyancy flux is posi-
tive [Figure 8.10¢e|, meaning that it is reducing the horizontal buoyancy gradient. The horizontal
strain and shearing [Figure 8.10f] is positive at the front at the surface, indicating that the buoy-
ancy gradient is being supported by strain and shear in the horizontal velocity. The modeled ver-
tical potential vorticity (PV) is strongly positive at the front; while there is also strong negative

horizontal PV, the total PV is positive [Figure 8.10a,c.d|.
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The trailing front is a different environment than the leading front, located to the east with
cold, salty, dense water on the western side and warmer, fresher, lighter water on the eastern side.
The TIWE-2 cruise crossed the trailing front from SW to NE, and CTD data shows more dense
water to the west of the front and less dense water to the east [Figure 8.11], with this less dense
water again forming a wedge above the more dense water. Stratification N? is an order of magni-
tude larger at the interface than elsewhere, and the along-track buoyancy gradient is also an order
of magnitude larger at the interface than the background value of 5 x 1078, Crossing the front
was not associated with a change in current direction, but velocities are stronger in the wedge
than outside it. There is also a subsurface region below the wedge between 50 and 100 m with
north-northwestward currents. As at the leading front, there is very strong vertical shear at the
bottom of the wedge. The horizontal shear rapidly switches direction for both zonal and merid-
ional velocities where the wedge is. In the numerical model of Holmes et al. [2014], the horizon-
tal buoyancy gradient is weaker than at the leading front, as is the horizontal strain and shear
[Figure 8.10e,f]. As at the leading front in the model, there is strong negative baroclinic PV and
strong positive vertical PV at the front, which together these make positive total PV at the front

and zero or near-zero PV off the front [Figure 8.10a,c,d].

Several kinds of instabilities can develop in the mixed layer with either negative PV or an in-
flection in the PV:

q=&-Vb=(f+ N>+ -Vib (8.1)

for PV g, vorticity &, buoyancy b = —gp/po with density p and reference density pg, Coriolis fre-
quency f, vertical vorticity ¢ = dv/dz — du/dy, buoyancy frequency N? = (—g/po)dp/dz, hori-
zontal vorticity &, = (Qw/0y — 0v/0z)1+ (0u/0z — Ow/0x)j, and horizontal gradient operator V.
Gravitational, centrifugal, and symmetric instabilities require negative PV to develop, and which
of these three occurs depends on what condition or process is responsible for the negative PV. On
the other hand, barotropic and baroclinic instabilities are associated with a change in sign of the
meridional gradient of vertical PV; which of these two occurs depends on what kind of velocity

shear is present.
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Gravitational instability occurs when stratification is the reason for negative PV. A simple
example where this could occur is in an ocean that is horizontally homogeneous with vertical
stratification N? [Figure 8.12a]; uniform cooling at the surface creates a dense surface layer with
N2 < 0 that is unstable [Haine and Marshall, 1998]. When dense water lies over less dense water,

energy can be released from the background potential to a perturbation.

Inertial or centrifugal instability occurs when vertical vorticity is the reason for negative PV.
This can occur, for example, in a stably-stratified ocean with surface geostrophic current « |[Fig-
ure 8.12b]; if a parcel is perturbed down the gradient of the surface elevation 7 (i.e., the pressure
gradient) and the surface current shear, 0u/0dy, which is equal to vertical vorticity —( here, is
strong enough, or du/dy > f, the perturbation may grow [Knoz, 2003]. A region of strong neg-
ative vertical vorticity in the Northern Hemisphere may allow kinetic energy from the horizon-
tal shear of the current to be released into a perturbation. Note that the vortex as a mesoscale
structure is near the inertial instability limit, but here we discuss instability of the fronts on sub-

mesoscales.

Symmetric instability occurs when baroclinicity causes negative PV. A simple example where
this could occur is in an ocean with lateral mixed layer density gradients with currents in thermal
wind balance and no change along the axis of the currents [Figure 8.12¢c|]. When the baroclinic-
ity Vb, which induces thermal wind currents du/0z = —(0b/dy)/f, is large enough that the
Richardson number Ri = N?/|0u/dz|? becomes small enough or Ri < f/(¢ + f), the water col-
umn becomes unstable to perturbations along and across isopycnals |Haine and Marshall, 1998|.
A flow with strong baroclinicity that is symmetric may allow kinetic energy from the shear of the

thermal wind current to be released into a perturbation.

Barotropic instability requires that the meridional gradient of PV changes sign | Vallis, 2006].
In a barotropic ocean with a zonal jet having horizontal shear [Figure 8.12d], the x-direction cur-
rent structure can be represented by Rayleigh’s equation:

0%
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where « is the zonal mean velocity and the streamfunction is represented as v = @(y)eik(z—cﬂ.
Multiplying the Rayleigh equation by the complex conjugate of the streamfunction and integrat-

ing over the meridional region of interest yields:
v || o i 2712 28— 0*u/0y*] -
J e R R R R R (83)
Y1 Ay Yy B

1
The second term contains ¢, the only complex number in the equation, and the imaginary part

must vanish through the vanishing of the integral term if instability is to occur. This can occur if
the numerator, 9(f + ¢)/0y, changes sign in the domain. Under these conditions, kinetic energy
of the mean horizontal shear current can be released into a perturbation. Barotropic instability
is also called horizontal shear instability, and it can occur in layered systems both independent of

the layers and in the layers themselves [Killworth, 1980)].

Baroclinic instability also can occur if the meridional gradient of PV changes sign, but the tech-
nical conditions are more complex as there are two terms with imaginary components that must
vanish to have instability, one dependent on the meridional gradient of PV and the other on the
vertical shear | Vallis, 2006]. Baroclinic instability can occur, for example, when lighter parcels at
deeper depths are perturbed to shallower regions with denser surroundings in a baroclinic ocean
with zonal current that varies in latitude [Figure 8.12e]. The second order PV perturbation can

be represented as:

Py, 0 (fov) _ -l -7
i — —t+— 5= ]k — = 4
(@ =c) [0y2 + 0z <N2 0z v +1’Z)0y 0 (84)
while the buoyancy equation can be given as:
B b -0u

where again @ is the zonal mean velocity and the streamfunction is represented as

b = 1h(y)er e (8.6)

plus fo is the Coriolis parameter and N? is the stratification. Together, these two equations are
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similar to the Rayleigh equations for barotropic instability. Following similar methods as for

barotropic instability, the integral that must vanish if instability is to occur is:

Y2 29 ’1;’2 0q fg‘q/;‘Q o #2
. 10899, | _Jolof dy =0 8.7
/yl </Z1 ’u_CP ay Y ( )

N2|u—c|? 0z
While this may occur if meridional gradient of PV changes sign, because there are two terms

zZ1

there are now several other ways this can occur:

1. g—g changes sign in the domain

q - . . ou
- gy s the opposite sign as 37 at 29

0q - : ou
3. oy 18 the same sign as o & 21

4. % is the same sign at both z; and 29 if g—g =0

Potential energy of the mean vertical shear current can be released into a perturbation under
these conditions. Baroclinic instability confined specifically to the mixed layer, called baroclinic
mixed layer instability, has smaller scales (O 1 km and 1 d) than normal baroclinic instability
that put it firmly in the sub-mesoscale regime, but those scales are larger near the equator [Barth,

1994; Boccaletti et al., 2007]. Baroclinic instability is a type of vertical shear instability.

Kelvin-Helmholtz instabilities are one last kind of instability considered here. This can oc-
cur, for example, when the interface between a lighter surface layer and a heavier deeper layer
is perturbed by vorticity produced by strong shear between the layers [Figure 8.12f]. This means
that if the shear is significantly larger than the stratification such that the Richardson number
Ri < 1/4, then kinetic energy from the mean vertical shear current can be released into a pertur-

bation. Kelvin-Helmholtz instabilities are also a type of vertical shear instability.

Numerous studies have diagnosed the instabilities present at fronts, more with modeling than
observations because of the logistical challenges involved in acquiring sub-mesoscale observations.
Symmetric instability was found in several studies to occur at sub-mesoscale fronts [Peng et al.,
2020; Thomas et al., 2013|, sometimes in series or simultaneously with baroclinic instabilities

[Mied et al., 1999; Skyllingstad and Samelson, 2020; Stamper and Taylor, 2017]. Baroclinic mixed
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layer instabilities are the likely culprit in several modeling studies |Buckingham et al., 2017; Cal-
lies and Ferrari, 2018]. Additionally, ageostrophic baroclinic instabilities allow restratification of
the mixed layer to proceed faster by disrupting the thermal wind balance at the front [Boccaletti
et al., 2007]. With all of this in mind, what can be determined regarding the frontal instabilities

in TIVs visible in SAR imagery?

Examining the PV from Holmes et al. [2014] on the leading front, there is strong positive verti-
cal PV at the front; as gravitational and inertial instabilities both have negative vertical PV, they
do not likely play a role in the instability of the leading front. There is strong negative horizon-
tal PV, which is required for symmetric instability, but, together with the strong positive vertical
PV, there is positive total PV at the front, which eliminates symmetric instability as well. As to-
tal PV is higher at the front but lower off the front, there is an inflection point. This means that
barotropic instability and baroclinic instability could still play roles. Also, there is strong horizon-
tal and vertical shear, which support these types of instability. While there is very strong vertical
shear and there is an isolated patch of low Richardson number (Ri<1/4) in the cruise data, this
is not true in the model; the vertical resolution of the shipboard ADCP is 8 m, which limits the

usefulness of calculated Richardson numbers.

As at the leading front, Holmes et al. [2014] shows strong negative baroclinic PV and strong
positive vertical PV at the trailing front, which together make positive total PV at the front and
zero or near-zero PV off the front, eliminating gravitational, inertial, and symmetric instabili-
ties as likely mechanisms while allowing barotropic and baroclinic instabilities. The strong hori-
zontal and vertical shear to support barotropic instability and baroclinic instability are present.
This time, there are regions of low Richardson number in both data and model that would per-
mit Kelvin-Helmholz instability to play a role. However, as noted above, the limits of shipboard
ADCP make the Richardson number calculations unreliable for determining whether it is below

the threshold value.

Considering Kelvin-Helmholz instability further, it is unclear how the vertical nature of the in-

stability would cause the frontal instabilities observed in the SAR images. It is more likely that,
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if there are critically low Richardson numbers present at the front, they indicate strong turbu-

lence and mixing at the interface between the lighter wedge and denser surrounding water.
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Figure 8.9: (a) potential density (kg/m3); (b) logl0(Ri) for Richardson number Ri, where ar-
eas with Ri <1/4 are white; (c) horizontal velocity magnitude in m/s (d) horizontal velocity
geographic direction in degrees; (e) shear of zonal velocity in cruise-track direction; (f) shear of
meridional velocity in cruise-track direction; (g) shear of zonal velocity in vertical direction; and
(h) shear of meridional velocity in vertical direction for TTWE-1 cruise on day 232 in 1994 follow-
ing a transect from about 3.55°N, 129.1°W to about 3.3°N, 128.65°W, in the equatorial Pacific.
Shear values are scaled by f.
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Figure 8.10: Reproduced from Holmes et al. [2014]. (a) Map of the total potential vorticity (x

1079

tential vorticity (x 107°

and shearing (s~
TIV modeled in the equatorial Pacific.

s73) at 50 m; (b) map of logl0(Ri) for Richardson number Ri averaged over an isopycnal
layer spanning 1022.8 and 1024.3 kg/m?3;
averaged over an isopycnal layer spanning 1022.8 and 1024.3 kg/m?;

s73)

(d) map of the horizontal po-

(c) map of the vertical potential vorticity (x 107°

s73) averaged over an isopycnal layer spanning 1022.8 and 1024.3 kg/m?:;
(e) map of logl0 of the horizontal buoyancy gradient (s=2

) at 50 m; (f) map of horizontal strain

%) at 50 m, which is positive for frontogenesis and negative for frontolysis; for a
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Figure 8.11: (a) potential density (kg/m?); (b) logl0(Ri) for Richardson number Ri, where ar-
eas with Ri < 1/4 are white; (c) horizontal velocity magnitude in m/s (d) horizontal velocity
geographic direction in degrees; (e) shear of zonal velocity in cruise-track direction; (f) shear of
meridional velocity in cruise-track direction; (g) shear of zonal velocity in vertical direction; and
(h) shear of meridional velocity in vertical direction for the TIWE-2 cruise on day 330 in 1994
along a transect from ~2.55°N; 143.35°W to ~2.9°N, 141.1°W, in the equatorial Pacific. Shear
values are scaled by f.
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Figure 8.12: Diagram showing simple conditions that may lead to (a) gravitational instability; (b)
inertial instability; (c¢) symmetric instability; (d) barotropic instability; (e) baroclinic instability;
and (f) Kelvin-Helmholtz instability. Thin horizontal lines in (a), (c), (e), and (f) are isopycnals,
while those in (b) are SSH contours. Black arrows in (b), (d), and (f) along with arrow heads out
of the page in (b) and (e) are current vectors. Points and grey arrows show the kind of perturba-
tion that may be unstable.
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8.6 Conclusions

TIV fronts separate cold, salty, chlorophyll-rich equatorial upwelled waters and the warm, fresh,
chlorophyll-deficient tropical surface waters, with the leading front having less dense waters to the
west and the trailing front having more dense waters to the west. The swirling of the TIV trans-
lates, rotates, and deforms these fronts. Because of convergence and enhanced wave breaking at
fronts, they are visible in SAR images, so we can observe the evolution of the TIV fronts on sub-
mesoscales. SIR-C images of the trailing front of a TIV centered at 6°N, 142°W in early October
1994 shows how the front is rotated and a section pushed outward from the center of the TIV to
create a sharper curve over the course of four days. The front also develops small-scale deviations

in its line indicating the development of frontal instabilities.

Both leading and trailing fronts can develop instabilities consisting of waves, cusps, and breaks.
At both fronts, cruise data indicates that less-dense water, which is < 0.8 kg/m? lighter, forms a
wedge that lies above more dense water. Currents are stronger at the surface in the light wedge
on the trailing front, and they are also larger at the leading front at depth below the light wedge
and at the surface in the dense water. There is a down-front narrow current on the leading front,
but none is visible on the trailing front. There is very strong (up to 3800f) vertical shear at the
base of the lighter wedge at both fronts with positive shear of zonal velocity at the leading front
and negative shear of zonal velocity at the trailing front and of meridional velocity at both fronts.
The horizontal shear of both current components at both fronts reaches up to 20f; for the lead-
ing front, there is coherent shear of the meridional current along the base of the light wedge, but
the shear of the zonal current does not appear related to the density structure. On the trailing
front, there is strong horizontal shear in the region of the light wedge in both zonal and merid-
ional velocity components, with the sign of the shear switching rapidly. Richardson numbers for
both frontal regions are low just below the less-dense wedge, sometimes reaching below the criti-
cal value of 1/4, but low vertical resolution of the shipboard ADCP makes these calculated values

of limited usefulness.

Model results from Holmes et al. [2014] show that so-called negative PV instabilities (gravita-

tional, inertial, and symmetric instability) are likely not responsible for frontal instability in TTVs
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because the total PV is positive along both leading and trailing fronts. However, the PV is high-
est on the fronts and lower off them, which means there is a change in sign of the gradient of PV,
so barotropic and baroclinic instability could both play a role here. The low Richardson numbers
found in data at both fronts and at the trailing front in the model are likely indications of strong

turbulence and/or mixing at the interface.

Scales for baroclinic instabilities are larger at low latitudes, but the instabilities here are quite
small. Additionally, the strong vertical shear that could be associated with baroclinic instability is
mostly confined to the mixed layer, much shallower than the thermocline. Baroclinic mixed layer
instability has smaller horizontal scales than normal baroclinic instability and is confined to the

mixed layer, which fits the conditions of TIV fronts better than normal baroclinic instability.
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Chapter 9

TIV cross-frontal differences at

sub-mesoscales

Where it is shown that in a Rossby number = —1 anticyclonic vortex along the North Equato-
rial Front, differences across the leading front are likely due to winds that have been affected by
sea surface temperature fronts, whereas those across the trailing front are likely due to changes in

surface currents, which also affects the surface wave field.

9.1 Introduction

Sea surface temperature (SST), salinity, chlorophyll, winds, currents, and other air and ocean
properties can change across a front, sometimes quite dramatically. Are these differences reflected

in changes in synthetic aperture radar (SAR) images of tropical instability vortex (TIV) fronts?

Modifications of the marine atmospheric boundary layer change the wind stress and thus the
forces working on capillary waves: SST variations produce thermal winds, and air-sea temper-
ature differences change the boundary layer stability and hence the drag coefficient, and may
produce convective cells that further modify local surface winds [Beal et al., 1997]. Current di-
vergence and shear alter the medium through which surface waves travel, modifying wave energy
density and wave steepness, and modulating capillary waves: steeper capillary waves increase the
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back-scattered intensity and lead to bright lines in SAR images [e.g., Johannessen et al., 1997],
and the breaking of longer waves when they grow steeper scatters radio waves and generates more
capillary waves [e.g., Johannessen et al., 2005]. Current convergence and divergence occur at cur-
rent fronts [e.g., Kudryavtsev et al., 2005], within eddies [e.g., Kudryavtsev et al., 2012], above
internal waves [e.g., Brandt et al., 1997|, and as flow moves over bathymetry [e.g., Romeiser and
Alpers, 1997|. Surfactants, such as biological oils, accumulate in convergence zones where their
buoyancy prevents downwelling, damping capillary waves and forming dark patches, streaks, and
slicks visible in SAR images [e.g., Johannessen et al., 1991, 2005|. Capillary waves are also

damped by heavy rain, so that rain cells generally appear as dark areas.

In this chapter, the aim is to examine SAR images for differences across the front to determine
how SST, winds, and currents impact SAR images and what sub-mesoscale information about
these ocean properties can be determined. In section 2, the data and some calculations are ex-
plained; in section 3, winds, temperatures, and currents are explored as explanations for the dif-
ference in back-scatter across the front. The currents in SAR images are inferred from wave front
via wave-current interactions in section 4. Finally, in section 5, a brief summary and conclusions

are given.

9.2 Data and methods

SAR images over the equatorial Pacific were used: the SIR-C images [Evans et al., 1993] for
days 279, 280, and 282 in 1994 used in Chapter 8 are part of the current inversion in section 4,
and Sentinel SAR images [Copernicus; European Space Agency, 2011] for days 197 in 2016; 296,
361, and 365 in 2017; 4 and 265 in 2018, and 272 and 273 in 2019 were used (see Chapter 8 for

details).

SST from MODIS level 3 standard mapped images from both Aqua and Terra Satellites were
used (see Chapter 7 for details) [NASA Goddard SFC, OEL OBPG, 2020a,b|.

Daily satellite-derived winds from ASCAT scatterometers on MET-OP satellites at 0.125° spa-

tial resolution were used [E.U. Copernicus Marine Service Information, 2021b|. These were es-
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timated for neutral stability at 10-m height, meaning they represent what the wind would be in
neutral stability given the wind stress. The winds were interpolated to five points in each SAR

imagette: the center and the four corners.

Reprocessed Copernicus-Globcurrent surface currents (0 to 15 m) with sea surface height
anomaly- (SSHA-) derived geostrophic component and a modeled Ekman component given on a
1/4° grid every 3 h were used in the back-scatter investigation of section 3 [E.U. Copernicus Ma-
rine Service Information, 2021c|. Surface currents from the eddy-resolving global ocean reanalysis
GLORYS12V1 on a 1/12° grid daily were used for the current inversion of section 4 [E.U. Coper-

nicus Marine Service Information, 2021d].

Wave significant heights from WAVERY'S reanalysis on a 1/5° grid with 3 h steps were used
to estimate the azimuthal cutoff in the current inversion section, and wave periods were tested

as possible observed periods in the same section [E.U. Copernicus Marine Service Information,

2021a).

In-situ data from the two TIWE cruises, including Seasoar towed CTD and shipboard acoustic
Doppler current profiler (ADCP) that were used in Chapter 8, were taken as a general description
of the currents at the front in the back-scatter investigation section |Firing et al., 1994; Sawyer

et al., 1995].

The CMOD5.N modulation transfer function [Hersbach, 2010] in section 3 is an empirically-
derived model relating neutral equivalent 10-m wind speeds, wind direction relative to the SAR
look direction, and SAR incidence angle to the SAR back-scatter intensity [Figure 9.1]. Using the
incidence angle of the image to select the correct CMOD5.N set-up [Figure 9.1 a or b], the back-
scatter intensity of the image [Figure 9.1 color| can be used along with estimates of the wind di-
rection [Figure 9.1 x-axis value| from wind streaking in the SAR image or from scatterometry, the
wind speed can be estimated [Figure 9.1 y-axis value]. The wind direction is relative to the SAR
look angle, which is 80.2° for images on the ascending pass and 279.8° for those on the descending

pass.
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The drag coefficient needed in Section 3 is
Cp = [k/(In(z/20) — ¥,,)]? (9.1)

where k = 0.4 is the von Karman constant, In(z/20) is the atmosphere lapse with height z and

roughness height zp, and
U, = 2In[(1 +2)/2] + In[(1 4+ 22)/2] — 2tan" ! (z) + 7/2 (9.2)

is the atmosphere stability function with #* = 1 — 16(2/L). This depends on the Monin-Obukhov
stability length:
I —u3Tys
gK'CTU(Tvs - 01)10)

(9.3)

where u, = 7/p is a friction velocity, T is the virtual temperature of saturated air the same tem-
perature as the sea surface, Cr is the heat flux constant, U is the mean wind speed, and 6,19 is
the virtual potential temperature at 10 m, or the temperature of dry air with the same density as
the measured air temperature brought adiabatically down to 10 m [Smith, 1988|. Because drag
coefficients depend on Cr, knowledge about heat transfer is necessary, but here is lacking; also of
note is that wind stress is needed to calculate drag coefficient as it enters into the friction veloc-
ity uy, but the drag coefficient is needed to calculate the stress. Because of the lack of heat data
in the present study and the circular nature of the calculations necessary to compute drag coeffi-
cients, the Cp were taken from Smith [1988], who used an iterative process to determine Cp over
a range of wind speeds and air-sea temperature differences; we have interpolated that data

to finer scales for both velocity and air-sea temperature differences using cubic splines [Figure

9.2].

Atmospheric parameters of air temperature, dew point temperature, and sea level pressure
from the ECMWF ERA-5 hourly reanalysis on a 1/4° grid [Hersbach et al., 2018] were used in
the back-scatter investigation for calculating the virtual potential temperature at 10 m. When air

density is not available, the value of 1.17 kg/m? is used. The relative humidity is calculated from
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the air temperature and dew point temperature:

A(T; —273.16)  A(T — 273.16
RH = exp (i}d_B ) _ (T_B ) (9.4)

where T is air temperature in K, Ty is dew point temperature also in K, and A = 17.2693882 and
B = 35.86 are constants. The saturated vapor pressure is calculated from the air temperature

with constant C' =610.78 Pa:
A(T — 273.16)

— (9.5)

es = Cexp

Then the actual vapor pressure can be derived using the relative humidity: e = RH * e5/100. The

specific humidity follows:
(eMy,/M,)
p— (1 — My/M,)e

q= (9.6)

with molar mass of dry air and water vapor M, and M,,, respectively, and sea level pressure p.
The saturated specific humidity g¢s is the specific humidity calculated using the saturated vapor
pressure eg rather than the actual vapor pressure e. The virtual potential temperature at height z
is then

0oz = (1+ g(Ma/Myy — 1))T (po/p) a1 =020/ vt 1 T (9.7)

for specific gas constant for dry air Ry, specific heat capacity for dry air ¢,q, reference pressure

po =100 kPa, and adiabatic vertical rate of temperature change I" and height z.

The MODIS SST along with the saturation specific humidity from atmospheric parameters

were used to calculate the virtual temperature of saturated air at the surface temperature:

Tos = T5(1 + qs(Ma /My — 1)) (9-8)

for SST Ts.
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Figure 9.1: CMODS5.N back-scatter intensity (color) plotted on neutral equivalent 10-m wind
speed Ujg and wind direction relative to SAR axes ¢ for SAR incidence angles 6; of (a) 24° and
(b) 37°.
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Figure 9.2: Drag coefficients for different U;g wind speeds. Plotted lines are for sea - air tempera-
tures differences (Tys — 0,10) of -20° to 20° with a 2.5° step; dashed lines are negative temperature
differences. The lines in the plot end where the equations for the drag coefficient break down.
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9.3 Backscatter differences

The SAR imagette in Figure 9.3a, taken on day 279 in 2019 and centered at 2.5°N, 142.25°W,
has two very noticeable features: 1. An ocean front oriented at 156° is visible as a narrow line
of high back-scatter intensity across the image; and 2. The mean back-scatter intensity changes
drastically across the front. The SAR front is co-located with an SST front [color of Figure 9.3b|
with a sharp temperature change of 1 C over 9 km. The SST data has a much lower spatial res-
olution than the SAR imagette (5 to 50 m) and so misses much of the smaller scale structure
of this front. The SST data has been translated to fit with the SAR imagette, subject to the
additional constraint that tracers must translate westward in time in this region. Figure 9.3b
also shows the winds and currents as black and white streamlines, respectively. Winds are south-
southeasterly trades with magnitudes between 3 and 7 m/s running along the front. Large-scale
surface currents are linearly oriented here but swirl clockwise just to the northeast, with currents
running mostly along the front at 0.80 m/s. What process or processes are responsible for the dif-

ference in back-scatter across the front? What about winds? SST? Or perhaps currents?

Neutral equivalent wind speed can be estimated for both sides of the front using the CMOD5.N
modulation transfer function. The SAR image in Figure 9.3a has an incidence angle of 37° and is
on an ascending pass; normalized back-scatter (og) on both sides of the front is in Table 9.1, as
are wind direction estimates from wind rows («) and scatterometer (8). Wind rows are a manifes-
tation of Langmuir circulation, where wind stress interacts with Stokes drift to produce shallow,
counter-rotating vortices at the ocean surface whose axes are closely aligned with the wind stress
[ Thorpe, 2004]. Because there is only 2° between wind row and scatterometer estimates of wind
direction, the wind row direction of 155° is used to calculate wind direction relative to SAR in

CMODA5.N (¢ =255°), which is used to make the wind estimates on either side of the front (Up).

The neutral equivalent winds estimated southeasterly at 155° on the dark side of the front were
8.3 m/s, while those on the bright side of the front were 9.5 m/s. The wind direction is along-
front, and along-front winds have been shown to change across a front on mesoscales [e.g., Kil-
patrick et al., 2016], and sub-mesoscales, with a 0.65-C change in SST over 500 m causing a 2.5

m/s change in along-front wind speed over less than 2 km [Wenegrat and Arthur, 2018|, but the
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warmer side of the front has stronger winds. That is not the case here, where the cold side of the

front appears to have winds 1.2 m/s larger than the warm side of the front.

The neutral equivalent winds are the winds that would produce the observed back-scatter if
the atmosphere were neutrally stable, but we know that the front is also an SST front, and air-
sea temperature differences can affect atmospheric stability. The wind estimates can be adjusted
to account for changes in atmospheric stability by adjusting the drag coefficient, which depends
on both wind speed and atmospheric stability, with the dependence on stability being a result of
vertical density gradients in the air that alter turbulence as well as fluxes of heat and momen-
tum. To quantify the impact of the air-sea temperature differences on the back-scatter, neutral
equivalent winds from CMODA5.N are backed out to wind stress using the drag coefficient for neu-
tral stability. All possible wind stresses for T, — 0,10 between —20 and 20 C and non-neutral
winds |U] from 0 to 25 m/s were calculated with |7| = Cppo|U|? where drag coefficient Cp varies
with air-sea temperature difference and non-neutral wind speed; values for Cp were taken from
iteratively-calculated values from Smith [1988|, where they are given for air-sea temperature dif-
ference and wind speed. The line where the difference between the wind stress backed out from
CMODS5.N and the field of possible wind stresses is a minimum then gives the relationship be-
tween temperature and wind magnitudes. Plotting the relationship for both sides of the front in
the manner of the example curves in Figure 9.4 can then show if the influence of the observed

temperature difference on the drag coefficient can explain the observed back-scatter difference.

The observed air-sea temperature differences [T,s — 6,10 in Table 9.1] are positive on both sides
of the front, indicating that the sea is warmer than the air, and thus the atmosphere is unstable.
The temperature difference is larger on the dark side of the front, which is also the cold side of
the front; this is unusual as the atmosphere is typically more unstable over warmer water which
would lead to higher back-scatter. Figure 9.5 shows the relationship between air-sea temperature
difference and non-neutral wind speed for the wind stress on each side of the front. Non-neutral
wind speed estimates are 7.9 m/s for the dark side of the front and 9.2 m/s for the bright side of
the front for the observed air-sea temperature differences; this is a similar difference as seen in

neutral equivalent wind situation above, and the wind speeds are inconsistent with the normal
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wind response to SST differences. If we assume that the wind estimate on the bright side of the
front (9.2 m/s) is correct across the entire image, the air-sea temperature difference on the dark
side of the front would need to be —5.0 C or the ocean would need to be 11 C cooler than it is
for temperature to explain this (the intersection between the solid vertical line at 9.2 m/s and the
solid wind-temperature curve is at y = —5 C). That is a very large temperature difference from
what is observed, and it is unlikely that such a difference would pass undetected because of the

lower spatial resolution of the Modis SST.

While temperature effects cannot explain the back-scatter differences across the front, perhaps
surface currents can. Wind stress is a momentum transfer from wind to ocean, but if the ocean
surface is moving, that must be accounted for. The relative surface stress 7. = poCq|U — @|(U —
#) is the stress produced by the wind U and the ocean current @ moving relative to one another
[Duhat and Straub, 2006]. If winds and currents directly oppose one another, the vector made by
subtraction is their sum and 7, is large, while the two moving in the same direction produces a
small 7,.. For this analysis, we assume that CMODJ5.N will give us an estimate of relative motion

(U — @) rather than for wind alone.

This vector subtraction of the winds and currents adds a layer of complexity to the analysis be-
cause both magnitudes and directions for wind and currents must be estimated. We will assume
that the wind row direction from earlier is really the relative motion direction because wind rows
depend on wind stress, which has been corrected to relative stress. We can use observations from
the TIWE-2 research cruise in November 1990, where the trailing front was crossed, to narrow
down the possible current directions and magnitudes. Shipboard ADCP detected currents on the
cold side of the front at about 0.4 m/s due west, while those on the warm side of the front were
about 0.5 m/s headed 10 degrees south due west. The exact orientation of the front during the
cruise was unknown, so the current magnitudes on both sides of the front will be limited to < 4
m/s, and the direction will be limited to within 90° of crossing the front directly for the cold side

of the front and with a 10° counterclockwise offset for the warm side of the front.

Back-scatter intensities for both sides of the front are again in Table 9.1 along with wind direc-

tion estimates, wind magnitude estimate, and current direction and magnitude estimates. If we
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assume that the relative motion is along the wind rows, we can calculate possible current magni-
tudes and directions for different wind magnitudes and the directions [Figure 9.6]. Current mag-
nitudes are very large (>10 m/s) if the wind direction is not to the northwest. Wind magnitudes
are frequently larger than current magnitudes, so the wind direction plays a larger role in deter-
mining the direction of relative motion, which is to the northwest. There are slight variations be-
tween the two sides of the front, with the point of smallest current magnitude being at slightly
smaller wind speeds and slightly more clockwise angles of wind direction for the dark side of the

front.

If we limit possible current magnitudes and directions based on the ADCP observations from
TIWE-2, we find the wind speeds and directions are severely limited [Figure 9.7]. For the bright
side of the front, wind speeds can range from ~6 to 10 m/s with directions ranging from —25°
to —50°. On the dark side of the front, wind speeds could be 5 to 10 m/s at —25° to —55°. For
both sides, weaker currents converge to more counterclockwise angles of wind direction and a sin-
gle wind speed (9.5 m/s for the bright side and 8.2 m/s for the dark side), while more clockwise

angles of wind direction are associated with large wind speeds.

The currents being at slightly different angles and magnitudes could explain the discrepancy in
back-scatter intensity and overcome the expected temperature impact in this image. For exam-
ple, if the wind magnitudes for the bright and dark sides are 8.0 and 8.25 m/s, respectively, then
stronger currents (0.5 m/s greater) oriented more clockwise (80° more) on the bright side than the
dark side could explain the difference in back-scatter; as an extreme example, much weaker cur-
rents (1.4 m/s less) oriented slightly more clockwise (15°) could also result in the observed back-

scatter differences.

This analysis can be expanded with other SAR images [Figure 9.8|: these images are from day
365 in 2017 on the trailing front; day 4 in 2018 on the leading front; day 265 in 2018 on the trail-
ing front; and day 273 in 2019 on the trailing front. Winds are to the northwest in all four new
images varying between 5 and 8 m/s in magnitude, while currents are also to the northwest with
speeds between 0.4 and 1.2 m/s. SSTs indicate the fronts are also temperature fronts with cross-

front temperature gradients of 1 C, 2.7 C, 0.6 C, and 1.6 C, respectively, over about 8 k.
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Important values relating to these images are in Table 9.2. The neutral equivalent winds on the
bright sides of the fronts are larger than on the dark sides by 1.0 m/s for the image on day 365 of
2017, 1.1 m/s for the image on day 4 of 2018, 1.0 m/s for the image on day 265 of 2018, and 0.4
m/s for the image on day 273 in 2019. The winds were along the front in each of these images ex-
cept the one on day 4 of 2018, where they were across the front. Also, the bright side of the front
is the cold side for each image except the leading front image on day 4 in 2018. This means that,
for the other three images, winds are larger on the side of the front where they should be smaller,
which is how they were in the first image analyzed. Note that the all of the trailing front images
here have higher backscatter over colder water, but that is not always the case. While winds for
day 4 in 2018 are in the correct orientation, the effects of the temperature difference across the
front should also be considered. All temperature differences are again positive, meaning SST is

warmer than air temperatures.

The non-neutral wind speed and temperature relationships for these four images [Figure 9.9]
indicate that temperature-affected winds could explain the back-scatter difference if they are (for
the dark side and for the bright side) 6.6 m/s and 7.4 m/s, 4.4 m/s and 5.4 m/s, 3.3 m/s and 4.3
m/s, and 4.7 m/s and 5.5 m/s, respectively. However, as noted above, the bright side with larger
winds is only the warm side of the front in the image from day 4 in 2018, so the temperature ef-
fect is backwards for the other three. As for this leading front image, sub-mesoscale modeling has
shown that winds blowing across a front with a 3- to 5-C SST difference over 10 to 15 km from
the warm to cold side can result in an O 1 m/s drop in cross-front wind speed [Redelsperger et al.,
2019]. While the front here is on the weak end of this scale and winds blow in the opposite direc-

tion, this magnitude of change across a front is not unreasonable.

The temperature differences that the dark side of the front would need for temperature alone
to explain the back-scatter difference assuming an error due to the lower spatial resolution of
MODIS SST are —2.4, —1.75, —1, and —0.7 C for days 365 in 2017, 4 in 2018, 265 in 2018, and
273 in 2019, respectively. These values are 7.4, 8.4, 5.7, and 6.7 C less than the MODIS values,
which are again much too large to be considered correct. Temperature definitely does not explain

the observed back-scatter difference for the trailing front images.
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If we do the same analysis as done before for relative motion to account for currents, relative
motion is again to the northwest, and wind speeds are also likely to the northwest, where rea-
sonable current magnitudes are found. We can use cruise observations to limit the current mag-
nitudes and directions considered. The TIWE-2 crossing of the trailing front was described ear-
lier, and the same limits will be applied to the three trailing front images. For the leading front
in the SAR image on day 4 of 2018, the TIWE-1 cruise crossed the leading front of a TIV in Au-
gust 1990; shipboard ADCP showed shallow currents at 20 m on the warm side of the front with
a mean speed of 0.05 m/s that crosses the front at a shallow 10° degree angle and on the cold
side of the front with a mean speed of 0.45 m/s that cross the front at a 60° degree angle; each
of these currents stretches to at least 10 km away from the front, and the front orientation was

known for TTWE-1.

Possible wind speeds and directions for restricted current magnitudes and directions are in Fig-
ure 9.10. For trailing front images, results are similar to the earlier analysis. For the leading front
image, currents converging at the front lead to quite different total motion directions: for the
bright side, winds are at —30° to —65°, while for the dark side it is just clockwise from —20° to
25°. Smaller current speeds correspond to more clockwise winds on bright side but more counter-
clockwise winds on the dark side. Current speeds should be very small for the bright side, so the

wind speed is high and wind direction is about —30°.

Winds and temperature can explain the back-scatter difference in the leading front image, but
they actually work to oppose the observations at the trailing front images. Again, differing cur-
rent magnitudes and directions on the two sides of the front can allow for stronger winds on the

warm/dark side of the front but still have larger back-scatter on the cold/bright side.
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Figure 9.3: (a) Surface roughness from SAR on day 272 of 2019 centered at ~2.6°N, 142°W, in
the equatorial Pacific, with north indicated by the white arrow; and (b) SST (color) from MODIS
using both Aqua and Terra satellites for 3 days centered on SAR image date, and surface current
streamlines in white and wind streamlines in black. Location of SAR image (a) in panel (b) is
black marker in center.
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Table 9.1: The front orientation (¢f); SAR incidence angle (6;); SAR look angle (¢r,); wind di-
rection indicated by wind rows («); wind direction and magnitude from other data (8 and Usg,
respectively); current direction and magnitude from other data (v and u,, respectively); back-
scatter intensities (o¢); observed air-sea temperature differences (T,s — 6y10); and neutral equiv-
alent wind speed (Ujo), non-neutral wind speed (U), and stress (7) in the direction indicated by
wind rows for the bright and the dark sides of the SAR image from day 272 of 2019 centered at
~2.6°N, 142°W, in the equatorial Pacific.

Quantity Bright  Dark
or (%) 156 156
0; (°) 37 37
or (°) 80.2 80.2
a () 155 155
B (%) 157 157
U (m/s) 6.29 6.29
v (%) 319 319
uy (m/s) 0.80 0.80
oo (dB) -16.49 —-17.21
Tys — 010 (C) 5.0 6.0
UlO (m/s) 9.5 8.3
U (m/s) 9.2 7.9
7 (N/m?) 0.134  0.097
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Figure 9.4: Example wind-temperature relationships (thick lines), air-sea temperature differences
(horizontal lines), and wind speeds indicated by the relationships and temperature differences
(vertical lines) on the bright (solid lines) and dark (dashed lines) sides of the front for two pos-
sible scenarios: (a) wind-temperature relationships indicate the same or nearly the same wind
speed for the given temperature differences, and (b) the wind-temperature relationships indicate
different wind speeds for the given temperature differences. In (a), the temperature effect can
explain the back-scatter difference across the front, while in (b) in cannot, although a difference
in winds across the front could. The temperature difference indicated in (b) by the black star is
the temperature difference the dark side of the front would need to have if the temperature effect
were to explain the back-scatter difference: that would require that the ocean on the dark side of
the front be nearly 6 C cooler than it is.

138



10.0

7.5 1

-_.r_-n_'!_

5.0

2.5 7
0.0

Tys— BU]E (C)

_2.5 -
_S.D -
_?.5 -

-

—-10.0 | |
2 4 6

L (m/s)

[#e]
=
=)

12

Figure 9.5: Air-sea temperature differences on the bright (solid line) and dark (dashed line) sides
of the front necessary to account for the wind stress derived from the SAR image on day 272 of
2019 centered at ~2.6°N, 142°W, in the equatorial Pacific for different non-neutral winds in the
direction indicated by wind rows in the SAR image. Horizontal dashed lines indicate the observed
air-sea temperature differences.
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Figure 9.6: Possible current magnitudes (shading, left column) and current directions (color, right
column) for bright (top row) and dark (bottom row) sides of the front assuming relative motion
direction from wind rows for different wind magnitudes (radial scale) and directions (angle) for
the SAR image on day 272 of 2019 centered at ~2.6°N, 142°W, in the equatorial Pacific.
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Figure 9.7: Current speed (color) and direction (contours) with possible wind magnitudes (y-axis)
and directions (x-axis) for (a) the bright side of the front, and (b) the dark side of the front for
the SAR image on day 272 of 2019 centered at ~2.6°N, 142°W, in the equatorial Pacific. Con-
tours for (a) are from —150° to —75° in increments of 25°; and for (b) are from —165° to —90° in
increments of 15°. This is a trim of the data in Figure 9.6.
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Table 9.2: The front orientation (¢f); SAR incidence angle (6;); SAR look angle (¢r,); wind di-
rection indicated by wind rows (a); wind direction and magnitude from other data (5 and Usg,
respectively); current direction and magnitude from other data (v and u, respectively); back-
v10); and neutral equiv-
alent wind speed(Uyp), non-neutral wind speed (U), and stress (7) in the direction indicated by
wind rows for the bright and the dark sides of the images (from top) taken on day 365 in 2017
centered at ~3°N, 132.5°W, taken on 4 in 2018 centered at ~5°N, 124°W, taken on 265 in 2018
centered at ~2°N, 129°W, and taken on 273 in 2019 centered at ~2°N, 128°W.. The wind deter-
minations were made using the direction from the wind rows.

scatter intensities (og); observed air-sea temperature differences (755

2017-365 2018-004 2018-265 2019-273
Quantity Bright Dark Bright Dark Bright Dark Bright Dark
o5 (°) 157 157 66 66 145 145 133 133
0; (°) 37 37 24 24 24 24 37 37
oL (°) 80.2 80.2 279.8 279.8 279.8 279.8 279.8 279.8
a (%) 136 136 155 155 143 143 149 149
B (°) 135 135 159 159 134 134 142 142
Ug (m/s) 6.24 6.24 5.28 5.28 6.09 6.09 7.90 7.90
v (°) 301 301 327 327 302 302 335 335
uy (m/s) 1.05 1.05 0.43 0.43 1.19 1.19 0.63 0.63
oo (dB) -16.82 —-1745| -835 —-9.26 | -899 -—-10.13 | —18.11 —18.65
Tys — Ov10 (C) 4.0 5.0 6.6 3.9 4.7 5.3 5.4 7.0
Uip (m/s) 7.7 6.7 5.8 4.7 4.7 3.7 5.9 5.3
U (m/s) 74 6.6 5.4 4.4 4.3 3.3 5.5 4.7
7 (N/m?) 0.081 0.062 0.042 0.026 0.026 0.016 0.044 0.034
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Figure 9.9: Same as Figure 9.5, but for SAR images (from top) taken on day 365 in 2017 centered
at ~3°N, 132.5°W, taken on 4 in 2018 centered at ~5°N, 124°W, taken on 265 in 2018 centered at
~2°N, 129°W, and taken on 273 in 2019 centered at ~2°N, 128°W.
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Figure 9.10: Current speed (color) and direction (contours) on with possible wind magnitudes
(y-axis) and directions (x-axis) for (top) the bright side of the front, and (bottom) the dark side
of the front for images (columns from left) taken on day 365 in 2017 centered at ~3°N, 132.5°W,
taken on 4 in 2018 centered at ~5°N, 124°W, taken on 265 in 2018 centered at ~2°N, 129°W, and
taken on 273 in 2019 centered at ~2°N, 128°W.. Contours for top cover (from left) —150° to —75°
by 25° increments, —135° to —105° by 15° increments, —150° to —100° by 25° increments, and
—175° to —100° by 25° increments; contours for the bottom cover (from left) —165° to —90° by 15
increments, —16° to 24° by 8° increments, —165° to —105° by 15° increments, and —165° to —105°
by 15° increments.
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9.4 Current inversion

The SAR image in Figure 9.11, taken on day 197 of 2016 on the leading front of a TIV, shows
obvious refraction of the wavefronts visible in the image. To the left of the front, wave crests
stretch from left to right with virtually no tilt, while to the right of the front, the crests tilt down

to the right. What causes this refraction of wavefronts?

When waves travel through an area with currents, the currents refract the waves, giving them
apparent frequencies that are related to the wave frequencies in the frame of reference moving
with the water, also known as the intrinsic frequency, but are modified by background current
velocities:

Wobs = W + k- ’L_[, (99)
where wgps is the observed frequency, w is the intrinsic wave frequency, k is the wavenumber vec-

tor, and @ is the background current velocity.

The wavenumber vector is unaffected by the background velocity field, but the frequency is.
These quantities are related by the kinematic conservation equation, also called the conservation

of crests equation:

ok
— + YVweps = 0. 9.10
8t+ Wob ( )

Because the wavenumber vector is the gradient of the phase S (i.e., k=VS ), we have

V x k=0. (9.11)

While energy in a wave is not conserved, the energy density F and thus the wave action A are:

A=E/w (9.12a)

LV [(@+E)A =0 (9.12b)

for wave group velocity ¢.

146



Specific cases have been solved analytically [e.g., Phillips, 1981], and several studies have looked
at the relationship between surface currents and wave fronts observed in SAR images. Meadows
et al. [1983] used weekly reports of Gulf Stream position and currents along with the location,
track, and estimated wind of Hurricane Ella to estimate the surface waves produced by the hur-
ricane and the path of those waves, including the influences of bathymetric refraction and inter-
action with the Gulf Stream; the estimated waves were compared with wavelengths and direc-
tions derived from optical Fourier transforms performed on sections of a SEASAT SAR track.
There was general agreement between waves from the two data sources, and disagreement was
attributed to the fact that the reports about Gulf Stream conditions were produced only weekly
and in a subjective manner, so the conditions were not well known. They also inverted the SAR-
derived surface wave data to get a profile of Gulf Stream currents, which positioned the Gulf
Steam more shoreward and headed in a more northerly direction than the weekly report. They

use a simplified equation used later in our analysis, Equation 9.42.

A second study by Barnett et al. [1989] focused on using SIR-B SAR images from Antarctic
Circumpolar Current south of Africa to derive surface currents; they used a least-squares method
also explored later in this chapter, though with only one wave component. There were regions
of their study area that violated assumptions made during the development of the theoretical
method, but outside those areas they found “realistic” surface current velocity fields but had no

ground truth with which to compare.

One final example of previous wave-current interaction studies with SAR was by Liu et al.
[1994|, who used ray tracing in a SAR image to look at the refraction to surface waves caused
by their passage through an eddy in the Gulf of Alaska; they compared the observed paths with

modeled rays that passed through a simplified eddy field and found good agreement.

We do not have enough information to determine a unique solution using this method because
we lack information about wave heights, which is needed to estimate the energy in the wave ac-

tion. A simplified method that does not use the full conservation relations starts with assuming
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stationarity in the conservation of crests equation. If k does not depend on time, then the ob-

served frequency is constant, so
Wohs = W + k- @ = constant (9.13)
across a region. As w = y/kg where k = ]E\, we can expand this to

Wobs = \V kg + kug, (9.14)

where uy, is the current velocity in the direction of k. This method will be called the direct inver-
sion method, and it can be solved directly for the velocity using a single estimate of k. While we
have wps estimates from the reanalysis, the spatial resolution of those estimates is poor, which

causes very large currents. We instead use the mean k to calculate a frequency wimean t0 substi-

tute for weps; the error in the calculated current velocity caused by this substitution is
Aug = €/k (9.15)

for frequency error € = weps — Wkmean- L0cations with smaller k have larger errors. Estimates of

the velocity using wave periods from the reanalysis are in Appendix E.

If we divide the image on day 197 in 2016 into a 4-by-4 grid of tiles, we can get an estimate
of the wavelength and direction, and thus E, for each tile from the visible wave fronts [Figure
9.12a. The wavenumber vector is larger and in a more counterclockwise direction to the west of
the front. Using equation 9.14 with wgmean = 0.384 rad/s as weps, we can get estimates of the ve-
locity at the surface in the direction of k |[Figure 9.12b|. Surface currents are north-northeast for
all tiles to the east of the front, but those to the west of the front are weaker and to the south.
There is strong zonal shear of the meridional current across the front. Current magnitudes are

unrealistically large, with maximum values of 6 m/s.
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However, this method only yields currents in the direction of the wavenumber vector. One way

to get an estimate of the two-dimensional currents involves using multiple estimates of the wave-

number vector to form a system of equations based on Equation 9.13. We can expand k into az-

imuthal and range components:

Wobs = V kg + kqug + krug.

Examination of the velocity shows:

Ug = Ug + OUg

Uy = Uy + U,

where

Ouyg Ouyg
ou, ou,

Assuming that the shear is constant over A and 0 R, we can simplify this to

Aug =1, AA+ AR

Au, = mgAA+m, AR

The velocity is then:

Uqg = Ug + I AA+ [, AR

Up = Up + MgAA+m, AR
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(9.20a)

(9.20Db)



If we put this into our above equation, we get

Oobs = V kg + koltiqg + loAA 4+ I, AR + k[t + mgAA + m,AR).

(9.21)

If we divide a SAR image into tiles, we can use four adjacent tiles with their estimates of the

wavenumber vector to solve for the four unknown parameters, I, [, mg, m; assuming those un-

known parameters are constant over all four tiles:

kirxAA
karxAA
ksrxAA
karzAA

Ax=b
FratAA  kiayAR
A koot AA  kooyAR
ksaxAA k3, yAR
FaatAA  kayAR
la
L
X =
Mg
my
Wobs — V19 — k1atla — k1, Ty
N Vkag — kaatla — kortr
Wobs — Vk3g — kzatia — K3ty

Wobs — V k4g — kaqliq — karty

ki-yAR
koryAR
ksryAR
kayAR

(9.22a)

(9.22b)

(9.22¢)

(9.22d)

with « and y being the azimuthal and range indices for the location of the estimate of E, respec-

tively. To solve this, we need four independent estimates of E, an estimate of the background cur-

rent @, and an estimate of the observed frequency weyps. We take @ from modeled currents, with

the same current used for all locations in a single image, and we again substitute wrmean fOr Wops-

Reported currents from this method are Awu, without the mean current.
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Applying this to the image on day 197 of 2016, with « = 0.452 m/s at 292° relative to north,
shows that there is very strong shear at the transition across the front and velocities change
sharply there [Figure 9.13]. This is also the situation in a SAR image from day 361 in 2017 [Fig-
ure 9.14|, which also has obvious refraction and currents in the direction of the wavenumber vec-
tor [Figure 9.15]; the wgmean = 0.408 rad/s here, while 4 = 0.070 m/s at 342° relative to north.
This image has very different currents across the front when calculating the shear from the sys-
tem of equations [Figure 9.16]. This system of equations method cannot be used reliably because
the small variation in the k makes estimates of the currents perpendicular to k not well-
constrained. The matrix A in Equation 9.22 is also ill-conditioned with condition numbers at O

10'7; this means that small changes in the constants b results in large changes in the answers x.

While tiles for the SAR image on day 296 in 2017 [Figure 9.17] have the same issue with cur-
rent estimates perpendicular to the wavenumber vector being unconstrained, there are waves
from two directions in this image, which can both be used to make an estimate of the currents .
Both of the k can be used in the system of equations method simultaneously, helping to constrain

the solutions. Now, Equation 9.22 is:

Ax=b (9.23a)

kb aAA kR yAR kD zAA KD yAR
kP xAA kL yAR kI xAA kI yAR
kL xAA KL yAR kL rxAA KL yAR
A kP xAA kP yAR kD zAA kD yAR (9.23b)
kY xAA kY yAR kY xAA kY yAR
kS xAA kS yAR k5 xAA k5 yAR
kS xAA k3 yAR kS xAA k5 yAR

kpxAA k3 yAR ki xAA kfyAR
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x = (9.23¢)

Whps — \/leg — kfytia — K an
why— kg — Ko — Ko,
Wops — \/kSTg — kigtia — ki
b | Vo = ko~ ke (9.23d)
Wohs — \/]ﬁTg — kflia — k7,0
Wi — \/]‘72?9 — kit — k3,
Wos — \/"5379 — kS la — k3.0
Wohs — \/]%Tg — ki ta — k3,0

where k¥ and k° are the k from the primary and secondary swells, respectively: w,fmean = 0.406

rad/s and wy = 0.375 rad/s are substituted for the w’,  and w3 from the primary and sec-
ondary swells, respectively; and @ = 0.335 m/s at 292° relative to north. Notably, because the
system is now overdetermined, we use least-squares methods to solve this. Currents from the
least-squares method [Figure 9.18, bottom row| have unrealistically large values in a few tiles, in-
dicating that those specific tiles have vastly different estimates of k. This method cannot be used
reliably because this image and the tiles may violate the assumption made earlier that the shear
is constant over the set of tiles used to get the estimate. The north-most shear estimates contain

tiles on both sides of the front, which, presumably, have different current shears.

The least-squares currents can be compared with the direct inversion currents [Figure 9.18,
middle row]. The two estimates are not very similar, with the directions of the currents from the
direct inversion changing rapidly between adjacent tiles. This results from using rather subjective
methods to derive wavenumber estimates: wavefronts that were clear and had at least 3 waves in
a train were selected, but that still left significant differences between some of the waves in a sin-

gle tile. Using directional spectral analysis would be more objective, but each Sentinel SAR image
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is only large enough to produce one spectrum with good spectral resolution, so such methods can-

not be used on the imagettes. It can, however, be used on SIR-C/X-SAR images.

The directional wave spectra for each SIR-C image |Figure 9.19] were computed from non-
overlapping tiles of 512 x 512 pixels in azimuth/range coordinates, or 3.2 km x 3.2 km for X-
SAR and 6.4 km x 6.4 km for SIR-C/L, using a Hamming window. For each tile, the spectrum
is smoothed in wavenumber space with a 9-point mean filter and a Gaussian filter with a stan-
dard deviation of 0.72. The vector wavenumber of each spectral peak is defined as the weighted

average power spectral density. The spectra were averaged over all tiles for each image.

The directional spectra contain three main domains of variance: swell, appearing as single or
multiple narrow peaks at 150-500 m wavelengths; wind seas, appearing as wedges of weaker spec-
tral density with broad angular distribution and 50-150 m wavelengths, most affected by the mod-
ulation transfer function; and atmospheric wind rows, appearing as strong power spectral density

peaks with >1000 m wavelengths, scaling with the height of the trade-wind inversion layer.

The directional spectra on day 279 for all three radar bands show four main peaks that corre-
spond to: (i) a primary swell with wavelengths of 300-450 m, originating from ~218° (or ~38°),
(ii) a secondary swell with wavelengths of 400-550 m originating from ~336° (or ~156°), (iii)
wind-seas with wavelengths of 60-300 m with a broad angular distribution from 80° to 210° (or
260° to 30°), and (iv) windrows. Directional spectra for day 280 are similar: (i) a primary swell
originating from ~210° (or ~30°), (ii) a secondary swell with wavelengths of 250-350 m originat-
ing from 330° (or 150°), (iii) wind seas with an angular distribution from 90° to 180° (or 270° to
360°). On day 282, the swell is split into multiple peaks: two peaks with wavelengths of 160-220
m and 250-325 m, both originating from 210° (or 30°), and a secondary swell with wavelengths
of 180-225 m originating from 332° (or 152°). The directional spectrum of a multi-look SAR im-
age has a 180° ambiguity, i.e., the actual direction of propagation of waves cannot be determined
without external information. Resolution of the directional ambiguities has been suggested us-
ing the wave reanalysis and scatterometer wind archives, the opposite (less likely) solutions being

listed in parentheses.
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Spectral analysis of SAR images is complicated by the SAR imaging mechanisms, meaning that
the SAR image spectrum S; is not equal to the wave spectrum of the ocean at that location and
time, Sy,. They are related by the modulation transfer function M and the azimuthal falloff func-
tion F"

Si

= — |IMPK*F 24
S |M |k (9.24)

There are three primary mechanisms by which SAR imaging distorts wave spectra with direc-
tion, and each of these is represented by a modulation transfer function; the modulation trans-
fer function M is the sum of these three. The tilt of the wave slope relative to the SAR platform

causes distortion in the range direction, and this is represented by the tilt MTF:

Acotd
O ik /k (9.25)

M, = 0%
Tl F 20

where 6 is the SAR incidence angle, k is the total wavenumber, k,. is the component of k in the
range direction. An example of M; is Figure 9.20a. The second mechanism is one relating to the
hydrodynamic model, which also primarily impacts range-traveling waves, and it is represented

as:
w— i

M, = 4. 5kw——=
h ww2+u2

(9.26)

where w = /gk is the angular frequency of the waves and y is a dampening constant of 0.92 s~!
for wind speeds over 7 m/s and 0.13 s~! for smaller wind speeds. An example of M, is in Figure
9.20b. The velocity bunching mechanism primarily impacts azimuthal traveling waves, and it re-
sults from the movement of the platform causing incorrect spacing between wave fronts. While

this mechanism can and frequently is non-linear, for simplicity a reasonable linear representation

of this MTF is:
_ wRk,
vk

M, [—cosl + i(ky/k)sinb) (9.27)

where R is the platform slant range, v is the platform velocity, and k, is the azimuthal compo-

nent of the wavenumber. An example of M, is in Figure 9.20c.
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The azimuthal cutoff, which is the lowest limit of wavelengths that can be imaged, can be mod-
eled as:

Am = Co(R/v)H!/? (9.28)

for constant Cjy approximately 1 m?!/2 /s, range R, platform velocity v, and significant wave height
H,. For the Sentinel image on day 197 in 2016, R = 693 km, v = 7508 m/s, and Hs; = 1.6 m, so
Am = 117 m. For SIR-C data, R = 225 km, v = 7255 m/s, and Hs = 1.9 m, so A\, = 43 m. The
significant wave heights were estimated based on WAVERYS reanalysis for the approximate time
and location of each SAR image. Waves with wavelengths longer than this can be imaged by the

SAR. This is taken as the limit of the azimuthal fallofl function F":

1 k<2m/Ap
F(k) =

0 k>2m/A\p

There is no example plot of F'(k) given because the wavenumbers associated with the A, values
are outside the visible axis limits on the plots shown. The total MTF, given as |[M|> = |M; +
My, + M,|?, is in Figure 9.20d, displays stronger modulation in the azimuth direction than the
range direction, resulting from the strong values of the velocity bunching MTF. If the spectra in
Figure 9.19 are divided by the total MTF [Figure 9.21], the primary swell peaks are very close to
the amplified line along k, = 0, with some of them being indistinct. The secondary swell peaks

are still separate and visible.

The wavelengths and wavenumber vectors show variability between days, bands, and tiles. For
day 279 [Figure 9.22], L- and C-band images have longer wavelengths to the northwest for pri-
mary swell peak and to the southwest for the secondary swell peak; the X-band image has longer
wavelengths right along the front for both swell peaks. For day 280 [Figure 9.23], both L- and
C-band images have larger wavelengths to the northwest. For day 282 [Figure 9.24], the primary
swell is split into two peaks; for both bands, the shorter wavelengths are concentrated in the east
for the primary peak with shortest wavelengths and the secondary peak but are fairly evenly dis-

tributed for the other primary peak.
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Surface currents derived using the least-squares method with both primary and secondary
swell peaks are spatially organized in all days and bands [Figures 9.25, 9.26, 9.27|. Maximum
magnitudes are approximately 3 m/s, though magnitudes as large as 2 m/s are fairly common,
though unrealistically large. Background velocities u from GLORYS reanalysis are 0.196 m/s at
81° relative to north, 0.180 m/s at 26° relative to north, and 0.378 m/s at 80° relative to north
for days 279, 280, and 282, respectively. Currents on day 279 from L- and C- bands are similar,
with southeastward velocities northeast of the front and along-front currents on the front, which
runs through the center of the image from left to right with an upward tilt. The X-band image
has stronger currents right along the front that head eastward to the west of the front, crossing
it; currents off the front are less coherent. For day 280, currents in the north are northeastward,
curling around to the southeast in the more southern parts of the image; currents are stronger in
the L-band image. The front is in the upper third of the image, crossing from left to right with a
downward tilt; currents cross the front in the northern part of the image but run along it in the
southern section. For day 282, currents using the short-wave primary swell peak are very differ-
ent across the front, with those from the L-band image being very weak to the east of the front
and stronger in the west, with westward or northwestward currents; those from the X-band image
are very weak to the west of the front, with stronger eastward or southeastward currents to the
east of the front. Currents found from the long-wave primary swell share some features with those
from the other primary peak: L-band currents are westward to the west of the front, and X-band
images are weak to the west of the front but stronger and eastward or southeastward to the east
of the front. However, the L-band currents are of equal magnitude to the east of the front in the
southern part of the image, and they cross the front to the west; they are weaker on the north-
ern part of the image east of the front, but still stronger than the currents there from the shorter
wave primary peak. The X-band currents are stronger using the long-wavelength primary swell

peak and remain strong over a slightly larger area extending across the front.

Even though the estimates for k are significantly better for SIR-C data than for Sentinel-1
data, the least squares method still has large condition numbers, O 10'7. The singular values and

eigenvectors of the matrix A also indicate problems with the computation: only two singular val-
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ues are large, and the eigenvectors corresponding to these two large singular values are identical
except for the signs of the different terms. The first two terms of each row in A are either identi-

cal or multiples of one another, and the same is true of the last two terms in each row.

If we compare the least-squares derived currents with those from the direct inversion method,
we can see some similarities between the two. Total currents for day 279 are along-front for L-
and C- bands and across-front for the X-band, with stronger currents in the latter right at the
front. Magnitudes are also slightly larger for C-band currents than L-band currents; magnitudes
are slightly larger by the direct inversion method than the least-squares method. The total cur-
rents for day 280 are to the northeast in the north but curve down to the southeast in the more
southern parts of the image. The currents in the north of the image are more counterclockwise
than in the least-squares results, but the area of northeastward currents spreads further to the
south in the L-band than the C-band, just as in the least-squares results. The magnitudes in
the direct inversion method are again slightly larger. For day 282, the total currents are slightly
weaker in magnitude from the direct inversion method, but are otherwise similar. For currents us-
ing the short-wave primary swell peak, the L-band currents are exactly opposite those from the
least-squares method, with very weak currents to the west of the front and stronger eastward
currents to the east of the front. The X-band currents are stronger to the east of the front as in
the least-squares method, but they are westward here. For currents using the long-wave primary
swell peak, the L-band currents are westward or southwestward, counterclockwise of those in the
least-squares method, while the X-band currents are westward or southwestward to the east of
the front; the area of stronger currents is larger, crossing the front, just as in the least-squares

method.

Because the SIR-C images are large enough that we have multiple tiles on each side of the front
in each image, we can look at statistical changes between tilesets. New directional wave spectra
were computed from half-overlapping tiles of 512 x 512 pixels in azimuth/range coordinates with
points only on one side of the front (missing parts of tiles right along the fronts were zero-padded
to be the correct size, and tiles missing more than 1/50 points were skipped). For either region

separated by the front, the mean vector wavenumber of each spectral peak is computed over the
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ensemble of tiles in that region. The differences in mean vector wavenumbers of each spectral
peak on opposite sides of the front will be called peak differences. Standard errors on the esti-
mation of the mean wavenumbers are obtained for each ensemble, and statistical procedures for

testing the significance of these peak differences are applied.

Because we have two dimensions to each wavenumber vector estimate, a standard Student’s
t-test or Welch’s t-test is not appropriate; instead, Hotelling’s t? test, which tests multiple vari-
ables once, is the correct tool. If there are nq estimates of the wavenumber k; for the primary
swell peak on one side of the front, with each estimate consisting of two components in azimuth

and range (ki4, k1,), the mean wavenumber k; can be defined as:
_ 1 &L
k1= — kS 9.29
= ; i (9.29)

7 )

14> K,) is the ith estimate of k;; the covariance is:

where ki = (

. 1 &

- A 1. % 7.\T
Sh = ;(lﬁ — k1) (K% — k1) (9.30)

where the exponent 1" denotes the transpose. To determine if the mean wavenumber is different
from the population mean 1 = (14, ft1-), We can compose a statistic called Hotelling’s t? statis-

tic as:
t2 = (ky — 1) S5 (B — ) (9.31)
where the exponent —1 denotes the inverse.

Since there are two sides of the front in our problem, the mean and covariance of the wavenum-

ber on the other side of the front ko are also needed:

_ 1 .

Fo— — S K 9.32

2 m; 5 (9.32)
na2

Sp= —— 3 (k) — o)k — k)" (9.33)
B Bl
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The two covariances must be combined into a single measure. This can be done through pool-
ing if the number of samples in both variables and their variances are similar, which is not the
case here: the area and thus number of tiles on the eastern sides of the front is significantly

smaller. The total covariance is then just their sum:

Y=Y X, (9.34)
The two-sample t-squared statistic is:
ning = = \T&—1/7 -
t? = ki — ko)t X7k — k 9.35
— n2( 1 — k2) (k1 — k) (9.35)

The t-squared statistic can be made to follow an F distribution by multiplying by a factor:

do
dl(dl +dy — 1)

F(dl, dg) ~ TQ(dl,dl +dy — 1) (9.36)

where dy and do are the degrees of freedom in the F distribution. Since the Hotelling’s t-squared

statistic is related to the t-squared distribution by:

t2 ~ T?(p,ny + ng — 2) (9.37)

where p is the number of variables, the p-values can be taken from the F distribution where d; =

pand do =n1+ng—p—1:

—p—1
mEn2 TP L (9.38)

(pm1+ s ) p(n1 + ng — 2)

where p is the number of variables in the data. The above procedure can also be done for the sec-

ondary swell peaks.

The wavenumber values, their means, and the 1-o ellipses are plotted in Figures 9.31, 9.32, and
9.33. There are more tiles on the west/southwest side of the fronts, so the 1-o ellipses are smaller.

Generally, estimates of k from X-band images are more diffuse than those of other bands.
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The p-values show that cross-front differences in k are statistically significant at a 90% level
for primary peaks on days 279 and 280 for L- and C- bands, day 282 for the short wave primary
peak in the L-band, and day 282 for both peaks for the X-band. Only one of the secondary swell
peaks is statistically significant, that on day 279 in the X-band. For the statistically-significant
changes, primary swell peaks indicate that the direction shifts slightly, sometimes clockwise and
other times not, and the wavelength of the waves shrinks slightly moving from west of the front
to east. The secondary peak shows counterclockwise rotation and a shortening of the wavelength

from west of the front to east of the front.

Differences in k across the front that are significant can be related to changes in surface current

velocity if we assume that the observed frequency is constant across the image. Then:

v gk1 +E1 “Up = \/ng—FEQ-ﬁQ (9.39)

If we define the velocity on one side of the front as @y = w1 + du, then we can solve for part of the

change in velocity:

Voki —\/gks = ky - (@ + 6@) — k1 - 0 (9.40)

v gk1 — \/gko = (EZ — ];/:1) Uy + EQ -ou (9.41)

5 _\/gkl_\/ng“‘(El—EQ)'ﬁl
Uy = s

(9.42)

If both primary and secondary swell peak differences are significant, we can get two compo-
nents to du. This is not the case for any of the bands or images. Assuming currents east of the
front are as in the model (#; = u), then changes to the currents west of the front relative to those
east of the front derived from the cross-front mean differences are in Figure 9.34. All of the pri-
mary swell derived estimates have currents crossing the front, while the one estimate from the

secondary peak has currents moving away from the front at an angle.
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Figure 9.11: Sentinel image from day 197 in 2016 centered on ~4°N, 119.5°W in the equatorial
Pacific.
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Figure 9.12: (a) Wavelength (color) and k (arrows), as well as (b) current magnitude (color) and
vector (arrow) for the sentinel image from day 197 in 2016 centered on ~4°N, 119.5°W. Currents
are derived with the direct method using the k from (a) and a calculated wave period of 15.3 s.
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Figure 9.13: Shear scaled by f (color) for (a) range-direction velocity in range direction (m,),
(b) range-direction velocity in azimuthal direction (my), (¢) azimuthal-direction velocity in range
direction (I,), and (d) azimuthal-direction velocity in azimuthal direction (l,) for the Sentinel-1
image from day 197 in 2016 centered on ~4°N, 119.5°W using least-squares methods. Also, (e)
the velocity magnitude (color) and vector (arrow) that the shear in (a) through (d) imply.
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Figure 9.14: Sentinel image from day 361 in 2017 centered on ~6°N, 128.5°W.
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Figure 9.15: (a) Wavelength (color) and k (arrows), as well as (b) current magnitude (color) and
vector (arrow) for the sentinel image from day 361 in 2017 centered on ~6°N, 128.5°W. Currents
are derived with the direct method using the k from (a) and a calculated wave period of 15.3 s.
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Figure 9.16: Shear scaled by f (color) for (a) range-direction velocity in range direction (m,),
(b) range-direction velocity in azimuthal direction (my), (¢) azimuthal-direction velocity in range
direction (I,), and (d) azimuthal-direction velocity in azimuthal direction (l,) for the Sentinel-1
image from day 361 in 2017 centered on ~6°N, 128.5°W using least-squares methods. Also, (e)
the velocity magnitude (color) and vector (arrow) that the shear in (a) through (d) imply.
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Figure 9.17: Sentinel image from day 296 in 2017 centered on ~2°N, 126°W.
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Figure 9.19: Mean spectral amplitude for (top row) day 279, (second row) day 280, (bottom row)

day 282, and (left column) L-band, (middle column) C-band, and (right column) X-band, for SIR-
C images taken around 5°N, 141°W. White rings are at 100-m wavelength intervals from 100 m to
400 m. The white arrow points northward.
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Figure 9.20: X-SAR (a) tilt, (b) hydrodynamic, (¢) and velocity bunching MTFs, plus (d) the
total MTF function divided by k? for yearday 282 in 1994 taken around 5°N, 141°W. The L- and
C- band MTFs look similar in shape, but scales of tilt and velocity bunching MTFs are larger for
them.
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Figure 9.21: Logarithm of mean spectral amplitude over all tiles for (top row) day 279, (second
row) day 280, (bottom row) day 282, and (left column) L-band, (middle column) C-band, and
(right column) X-band SIR-C images divided by the MTF for SIR-C images taken around 5°N,
141°W. White rings are at 100-m wavelength intervals from 100 m to 400 m. The white arrow
points northward.
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Figure 9.22: Wavelengths (color) and wavenumber vectors (arrows) of (top row) the primary swell
and (bottom row) secondary swell for (left) L-band, (middle) C-band, and (right) X-band SIR-C
images for day 279 in 1994 taken around 5°N, 141°W.
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Figure 9.23: Wavelengths (color) and wavenumber vectors (arrows) of (top row) the primary swell
and (bottom row) secondary swell for (left) L-band and (right) C-band SIR-C images for day 280

in 1994 taken around 5°N, 141°W.
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Figure 9.24: Wavelengths (color) and wavenumber vectors (arrows) of (top two rows) the primary
swell peak, with the peak with longer wavelengths being in the middle row, and (bottom row)
secondary swell for (left) L-band and (right) X-band SIR-C images for day 282 in 1994 taken
around 5°N, 141°W.

174



':u_,_‘_ "fﬂ"..-'_. ﬂ—,”_’_-’ = l 2&
E‘E 50 4 ::‘:F-"'"" /"':nr';r 10 + ° “r"d" " m/s E
2= 1 WA E S A i
Ty 0 25 50 75 0
f T

0 50
Azimuth (km) Azimuth (km)

Azimuth (km)

Figure 9.25: Magnitudes (color) and vectors (arrows) for velocities derived using both primary
swell and secondary swell peaks with the least-squares method for (left) L-band, (middle) C-band,
and (right) X-band SIR-C images taken on day 279 in 1994 centered around 5°N, 141°W.
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Figure 9.26: Magnitudes (color) and vectors (arrows) for velocities derived using both primary
swell and secondary swell peaks with the least-squares method for (left) L-band and (right) C-
band SIR-C images for day 280 in 1994 taken around 5°N, 141°W.
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Figure 9.27: Magnitudes (color) and vectors (arrows) for velocities derived using both primary
swell and secondary swell peaks with the least-squares method with (top row) the shorter-

wavelength primary swell and (bottom row) the longer-wavelength primary swell for (left) L-band
and (right) X-band STR-C images for day 282 in 1994 taken around 5°N, 141°W.
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Figure 9.28: Magnitudes (color) and vectors (arrows) for velocities from SIR-C images on day
279 in 1994 taken around 5°N, 141°W derived by direct inversion method for (top) the primary
swell, (middle) the secondary swell, and (bottom) the two combined. These are for (left column)
L-band, (middle column) C-band, and (right column) X-band.
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Figure 9.29: Magnitudes (color) and vectors (arrows) for velocities from SIR-C images on day 280
in 1994 taken around 5°N, 141°W derived by direct inversion method for (top) the primary swell,
(middle) the secondary swell, and (bottom) the two combined. These are for (left column) L-band
and (right column) C-band.
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Figure 9.30: Magnitudes (color) and vectors (arrows) for velocities from SIR-C images on day
282 in 1994 taken around 5°N, 141°W derived by direct inversion method for (top two rows) the
primary swell peaks, (third row) the secondary swell, and (bottom two rows) the primary and
secondary swells combined. These are for (left column) L-band and (right column) X-band.
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Figure 9.31: Centroid locations, mean centroid location, and 1-o confidence ellipse for northeast
of the front (grey +, black +, and solid ellipses, respectively) and southwest of the front (grey

-, black -, and dashed ellipses, respectively) from the (left column) L-band, the (middle column)
C-band, and the (right column) X-band SIR-C images on day 279 in 1994 taken around 5°N;,
141°W. Shown are the primary peak (top) and the secondary peak (bottom). Note that northeast
of the front is the top of the SAR image in range-azimuth coordinates. The p-values listed are
two-dimensional.
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Figure 9.32: Centroid locations, mean centroid location, and 1-o confidence ellipse for northeast
of the front (grey +, black +, and solid ellipses, respectively) and southwest of the front (grey -,
black -, and dashed ellipses, respectively) from the (left column) L-band and the (right column)
C-band SIR-C images on day 280 in 1994 taken around 5°N, 141°W. Shown are the primary peak
(top row) and the secondary peak (bottom row). Note that northeast of the front is the top of
the SAR image in range-azimuth coordinates. The p-values listed are two-dimensional.
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Figure 9.33: Centroid locations, mean centroid location, and 1-o confidence ellipse for northeast
of the front (grey +, black +, and solid ellipses, respectively) and southwest of the front (grey -,
black -, and dashed ellipses, respectively) from the (left column) L-band and the (right column)
X-band SIR-C images on day 282 in 1994 taken around 5°N, 141°W. Shown are two primary peak
(top two rows) and a secondary peak (bottom row). Note that northeast of the front is at the top
of the SAR image in range-azimuth coordinates. The p-values listed are two-dimensional.
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9.5 Conclusions

SAR images can have different levels of background back-scatter across a front, which could
be caused by a variety of processes. On the leading front, the cold (eastern) side of the front has
lower background back-scatter intensity than the warm (bright) side of the front. Cross-front
winds, which blow from southeast to northwest, are weaker over the colder water and stronger
over the warmer water; this magnitude difference can explain the back-scatter difference. On
the other hand, trailing front images are frequently accompanied by along-front winds, which
are still stronger over warmer water, but which then contradict the higher back-scatter observed
over colder water. Surface currents, which should be considered as part of the total surface stress,
can explain the observed back-scatter difference. Because SAR back-scatter intensity depends not
only on the magnitude of the surface stress but also its direction relative to the instrument, vari-
ations in current magnitude (~0.5 m/s) and direction (~80°) can explain the back-scatter differ-

ence.

Surface currents affect SAR imagery not only through the total surface stress, but also through
wave-current interactions. They refract surface waves, so the surface wave field in SAR images
contains information about currents. Because the effect depends on the angle of the current rel-
ative to the wave front and thus wave-number vector k, SAR images with waves from only one
direction can only yield information about current magnitudes in that direction. While least-
squares methods do technically allow one to seek two-dimensional solutions, a lack of informa-
tion orthogonal to the single wave-number vector means those solutions are not well-constrained
in that direction. Images with waves from two directions can be analyzed using either the di-
rect inversion method or the least-squares method; these two methods produce currents that are
qualitatively similar. For smaller images, such as the Sentinel-1 imagettes, determination of kis
more subjective because there are not enough points to produce the multiple directional spectra
with good spectral resolution needed, the values of the wave-number vector obtained are therefore
much less certain. Additionally, smaller images frequently lack enough space on both sides of the
front to make multiple k estimates needed to ensure that one of the method assumptions (namely,

that the shear could be constant in the area where estimates are fed into the least-squares algo-
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rithm, which naturally precludes lumping estimates from opposite sides of the front together) is
not violated. SIR-C/X-SAR images are large enough to use directional spectra on many smaller
image sections to get more accurate and consistent k. The least-squares solutions obtained in-
dicate that there are sections of both along-front flow as well as cross-front flow on the trailing

front, and that the currents are different on the two sides of the front.

This last point is supported by a statistical analysis of the k estimates on the two sides of the
front. Hotelling’s t-squared test found that, of nine estimates of k from the primary swell peaks
and seven from the secondary swell peaks, only seven of the former and one of the latter were sig-
nificant at a 90% level. All seven of the significant primary peak differences indicated relative cur-
rents on the west of the front flowing in a cross-front direction, while the single secondary swell

peak estimate was for southeastward currents on the west side of the front.

However, even the properly-derived currents are still unrealistically large in some cases, with
magnitudes frequently up to 2 m/s. There is no in-situ data available to compare these estimates
with to determine whether the spatial variability of the currents is similar to observations, even if

the magnitudes are inaccurate.

186



Chapter 10

Part 2 conclusions

When tropical instability vortices (TIVs) swirl cold equatorial waters northward and warm
ITCZ-origin waters southward while translating westward, they rotate and deform fronts sep-
arating waters of differing temperatures, salinities, densities, chlorophyll-a concentrations, sur-
face current magnitudes, and current directions. Recent studies of TIVs on sub-mesoscales skew
heavily to modeling; some have focused on core water origin and potential vorticity (PV) dynam-
ics [Holmes et al., 2014] or spectral kinetic energy budgets [Marchesiello et al., 2011]. The ob-
servations here focus on TIV fronts, frontal instabilities, and cross-frontal differences; we utilize
some of the model results to fill-in for missing in-situ observations of PV. The orientation of TTV
fronts, which changes as they are advected by swirling large-scale currents, means that winds gen-
erally support frontogenesis on the trailing front, but either oppose frontogenesis or have little
impact on leading fronts. Simultaneously, the fronts may develop waves, cusps, and breaks due
to shear current instabilities that develop right at the interface between equatorial and tropical
waters. The difference in sea surface temperature (SST) across the front alters the marine atmo-
spheric boundary layer (MABL) stability, leading to changes in wind stress through changes in
wind speed and drag coefficients; in some instances on the trailing front, variations in surface cur-
rent magnitude and/or direction across the front are sufficient to overpower this MABL stability
influence such that regions that would have lower wind stress actually have higher total surface

stress. Currents around TIV fronts can be complex and are subject to change during the life-
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time of a vortex; in the particular TIV studied here, they evolve over the course of four days from
along-front to cross-front in orientation and from relatively uniform in magnitude to being diver-

gent at the front.

What are the implications of these results on energy budgets? Frontogenesis and frontal in-
stabilities transfer energy away from mesoscale flows to smaller scales, which effects energy by
both increasing vertical restratification and enhancing dissipation |Capet et al., 2008a]. The en-
ergy from frontal instabilities could easily impact larger-scale studies of TIV energy that do not
take the energy fluxes from sub-mesoscale frontal instabilities. This is also true of heat budgets,
as sub-mesoscale fronts have been modeled to significantly alter local surface winds [Redelsperger
et al., 2019; Wenegrat and Arthur, 2018|, which play an important role in regulating the mag-
nitude of air-sea exchanges. Additionally, observations show an increase in heat fluxes at sub-
mesoscale fronts over 1.5 times the bulk calculated values [Shao et al., 2019]. More information,
likely from modeling these fronts within the larger vortex structure, is needed to understand ex-
actly what shear current instability or instabilities is responsible, exactly how much energy is in-
volved, and how heat and momentum fluxes change. This will not be a simple prospect as there is
significant variability within a TIV in its lifetime and between different TIVs, so the answer may
vary based on conditions. On even larger scales and outside of TIVs, sub-mesoscale instabilities
need to be accounted for as well, and these results indicate that such instabilities may be quite

common even outside previously noted regions, such as coastal upwelling areas [e.g., Capet et al.,

2008b).

What are the implications of these results on the use of current inversions with synthetic aper-
ture radar (SAR)? Surface studies could be eased by determining convergence and divergence
from satellite data. Presently, costly (in terms of time and money) field work is necessary for ob-
serving surface divergence, though modeling can provide information as well. Using SAR to de-
rive surface divergence would allow both more widespread and more frequent analysis. However,
further refraction studies must be done to address the many questions left by this work. First, be-
cause of this project’s focus on TIVs, the SAR images available were severely limited to the SIR-

C/X-SAR images that had unknown preprocessing applied; while Sentinel-1 satellites are opera-
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tional, only the imagettes are available in the equatorial Pacific, which are too small to effectively
apply the technique. Thus none of the images used could be considered even close to ideal for this
application and the limited utility caused by that is apparent in this work. Testing with better
images would give a more useful idea of the utility of current inversions from SAR. Second, there
were no in-situ sub-mesoscale observations of the surface currents within the studied TIV to al-
low validation or ground-truthing of the results. Future work should address both of these points
and would not necessarily be limited to the equatorial Pacific as a coastal study where larger SAR

images and in-situ current data are available would be sufficient.

What are the implications of these results on the use of SAR-derived winds? While the typical
wind response to sea surface temperature (SST) fronts on sub-mesoscales has higher wind speeds
over warmer water, surface currents have now been shown to have a significant influence on back-
scatter in SAR imagery and may, under certain circumstances, cause wind-inversions to fail in
predicting winds. Winds are frequently derived from SAR imagery, but since currents have a large
influence, they must be taken into account. Application of wind inversions on SAR should con-
sider local currents, much like in scatterometry; the assumptions about what currents are present
should be carefully made, and, given the high resolution of the images, the fact that currents can

change appreciably within a single image should not be forgotten.

Finally, these results have shown that SAR can act as a tool to observe sub-mesoscale frontal
instabilities as it can provide important information about where and when sub-mesoscale frontal
instabilities occur. Numerical data are vital to understanding ocean processes as analysis tools
like calculating diagnostic numbers and plotting relationships between variables can shed light on
the kinematic and dynamical features and processes occurring; in contrast, SAR lets you see at
a glance what the front is doing: the spatial scales (and time scales, if multiple images are avail-

able), the exact location and orientation, and the physical form of the perturbations.
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Appendix A

Data sources and credit

Pathfinder data were provided by GHRSST and the NOAA National Centers for Environmen-
tal Information (NCEI). This project was supported in part by a grant from the NOAA Climate
Data Record (CDR) Program for satellites.

This study has been conducted using E.U. Copernicus Marine Service Information:
e https://doi.org/10.48670,/moi-00021
e https://doi.org/10.48670/moi-00022
e https://doi.org/10.48670,/moi-00050
e https://doi.org/10.48670/moi-00182
Generated using Copernicus Climate Change Service information [2020]:

e https://doi.org/10.24381/cds.adbb2d47
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Appendix B

EOF Calculation and Scaling

This appendix is from Bengamin et al. [2016].

Empirical orthogonal function (EOF) analysis rotates a set of time series in hyperspace such
that the new EOF time series are uncorrelated. This is done by first finding an orthonormal basis
that can describe the data in physical space the most efficiently (i.e., using the fewest vectors),
and then transforming the data into the new basis to find the uncorrelated time series [Lorenz,

1956; Richman, 1986].

EOFs were computed over subset areas of interest, such as Penguin Bank or near-shore Oahu.
The data is D, an n x ¢t matrix with n as the number of grid positions and ¢ as the number of

time steps, and its covariance is C, an n X n matrix defined as

1

The factor of % is required for an unbiased estimate of both variance and the covariance matrix.

Using the covariance method, the eigenvalue problem is posed as
CV =VA (B.2)

in which A is the diagonal eigenvalue matrix and V is the n x n orthonormal eigenvector matrix,
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i.e., VI'V = 1. Rearranging (B.2) for just one n x 1 eigenvector E; and one eigenvalue \;,
CE; = \E; (B-3)

(C—NID)E; =0 (B.4)

The existence of a nontrivial solution to this problem requires that
det(C—\I)=0 (B.5)

After solving for the eigenvalues, the eigenvectors are found from (B.4). Then, the n x t matrix F
of the timeseries of the eigenvectors is

F=V'D (B.6)
The correlation matrix can then be rewritten as

c- ' pp’- 1

— = — 1VFFTVT (B.7)

therefore

1
A= t_—lFFT (B.8)

(unbiased variance eigenvalues contain the ;1 factor as well, consistent with (B.2) and (B.8)).

Eigenvalues and eigenvectors were computed using the singular value decomposition algorithm, or

SVD.

The subset areas and times used to calculate the EOFs influence the resulting modes. Select-
ing the area over Penguin Bank, and the first 12 hours of the tsunami, isolates this specific pro-
cess. Increasing or decreasing the period over which the EOF is calculated reduces or increases

the amount of variance in each mode, but their spatial structure does not significantly change.
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Appendix C

EOF method sensitivity

How sensitive is this decomposition method to the specifics of the modes used? Several tests
were run by altering the 2011 Tohoku modes, computing the new mode indices and their spec-
tra, and comparing those with the originals during the 2011 Tohoku tsunami. The alterations
involved increasing either the positive or negative parts of the modes, shifting the modes inwards
or outwards in range, shifting the modes eastward or westward in azimuth, or expanding or col-
lapsing the modes in range (i.e., moving the antinodes towards or away from one another) [Figure

C.1].

Changing the amplitude of the negative parts of the modes did not impact the M1 index or
spectrum [Figure C.2|, but it did increase the M2 index, particularly the 42-min oscillations that
were not prominent in that mode with the original basis. Increasing the positive parts of the
modes increased both M1 and M2 indices and their spectral amplitudes, though this was partic-
ularly strong at 42-min in M2. Note that because EOFs are symmetric with respect to sign (i.e.,
multiplying a spatial mode and associated timeseries by —1 does not actually change anything),

the terms “positive” and “negative” are relative.

Shifting the modes outward in range decreases the M1 index and spectral amplitudes at all pe-
riods, but for M2 it increases the spectral amplitude at 16 and 42 min while decreasing elsewhere

|[Figure C.3]. Shifting the modes inwards in range also decreases the M1 index and spectral ampli-
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tudes at all periods, while the M2 index and spectral changes depend on the strength of the shift:
for small shifts, the index shifts such that the spectral amplitude decreases at 16 min, increases
at 42 min, and remains fairly steady for other periods. For large shifts, the spectral amplitude

decreases at all periods except 42 min, which has a small increase in amplitude.

Shifting modes in azimuth causes small decreases in mode index and spectral amplitude [Fig-
ure C.4]; these decreases are slightly larger for westward shifts than for eastward ones, and also

slightly larger for larger shifts. The spectral peaks remain at the same periods.

Collapsing and expanding modes by a small amount |Figure C.5] causes little change in the M1
index or spectrum, but they cause an increase in the 42-min oscillation of M2 and a decrease at
22 and 26 min. Collapsing a mode causes a stronger change in M2. Expanding or collapsing a
mode more causes a stronger response. Overall, the sensitivity tests show that the modes are
fairly stable for small amplitude and location shifts, though M2 does have a tendency to show

larger 42-min spectral peaks in several types of alterations.
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Figure C.2: Difference between 2011 Tohoku tsunami using original modes (solid lines) and us-
ing modified modes: top four rows are M1, and bottom four are M2. At left are mode indices, in
middle are band spectral amplitudes, and at right are line spectrograms. Modified modes have
the negative parts doubled (rows a/b/c and m/n/o), negative parts quintupled (rows d/e/f and
p/q/r), positive parts doubled (rows g/h/i and s/t/u), and positive parts quintupled (rows j/k/1
and v/w/x). These correspond to tests a through d in Figure C.1.
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Figure C.3: Same as Figure C.2, but modified modes have been moved away from HFDR by two
range cells (rows a/b/c and m/n/o), away from HFDR by five range cells (rows d/e/f and p/q/r),
toward the HFDR by two range cells (rows g/h/i and s/t/u), and toward the HFDR by five range
cells (rows j/k/l and v/w/x). These are tests e through h in Figure C.1.
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Figure C.4: Same as Figure C.2, but modified modes have been moved eastward by two azimuth
cells (rows a/b/c and m/n/o), eastward by five azimuth cells (rows d/e/f and p/q/r), westward
by two azimuth cells (rows g/h/i and s/t/u), and westward by five azimuth cells (rows j/k/1 and
v/w/x). These are tests i through 1 in Figure C.1.
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Figure C.5: Same as Figure C.2, but modified modes had their positive and negative poles moved
closer together by two range cells (rows a/b/c and m/n/o), moved closer together by five range
cells (rows d/e/f and p/q/r), moved further apart by two range cells (rows g/h/i and s/t/u), and
moved further apart by five range cells. These correspond to tests m through p in Figure C.1.
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Appendix D

Other Hawai results

Event 10 started at ~1400 UTC on day 270 of 2009 and ended around 1200 UTC on day 280 of
2009 [Figure D.1|. M1 amplitudes increased from 1400 UTC to 1800 UTC and stayed strong until
~0600 UTC on day 280; the peak in the spectrum at 41 min to 45 min indicates strong activity
from 1400 UTC on day 270 to 0900 UTC the next day. The M2 amplitude increase starts later at
~2100 UTC and lasts past the end of the event; peaks at periods of interest indicate strong ac-
tivity from 1400 UTC on day 279 to 2100 UTC on day 280. The line spectrogram shows peaks
at the 3 periods of interest for M2, but the peak for M1 is shifted slightly to shorter periods. Ra-
dial velocity timeseries in range and azimuth show evidence of a packet of oscillations arriving
at ~1600 UTC on day 279 at the southeast part of the bank that spreads northward and west-
ward, reaching maximum northward extend at ~0000 UTC on day 280, while maximum westward
extent is reached twice, once at 2000 UTC and once at 0200 UTC. The oscillations retreat back
southeastward, reaching a minimum extent at 1000 UTC on day 280. The EOF 1 map has a sin-
gle antinode at the southeast side of the bank; its timeseries has a double-packet structure seen
in the azimuth-time velocity plot. The 42 min peak in the EOF spectrum is notably absent here
with no peaks at frequencies of interest except 26 min. The maps of EOF 2 and EOF 3 have two
and three antinodes, respectively, and less clear packets in their timeseries. Spectral peaks at pe-
riods of interest are found for EOF 2 at 16 min and 42 min and for EOF 3 at 18 min, 24 min, and

35-44 min. While event 10 does have the correct EOF spatial structure, packets of oscillations,
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and spectral peaks at all four periods bands of interest, the period bands are not linked to the
proper EOF structures that would indicate tsunami mode excitation, nor are the oscillations suffi-

ciently regular enough.

Event 36 starts at ~0000 UTC on day 209 of 2010 and ends at ~1300 UTC [Figure D.2|. The
M1 band spectral amplitude does not get large enough for this to be considered an event for that
mode, but the M2 band spectral amplitude peaks for 21 min to 22 min and 24 min to 26 min pe-
riods at the beginning of the event. The line spectrogram show peaks at the M2 periods of inter-
est, with the larger two periods having larger peaks. The radial velocity timeseries shows stronger
currents on the south half of the bank between 0100 UTC and 0700 UTC and on the whole bank
from 0900 UTC to 1200 UTC. These strong currents are confined to the eastern edge of the bank.
The EOF 1 map has an antinode on the southeast part of the bank and a timeseries that shows
the two sections of strong currents. The periods of interest that have peaks in the EOF 1 spec-
trum are 16 min to 17 min and 22 min. The EOF 2 map has two antinodes on the eastern side
of the bank that produce oscillations in the north-south direction. The packet of oscillations is
less well-defined in the EOF 2 timeseries, but there is a very strong spectral peak at 25 min. The
EOF 3 map has three antinodes, and the associated timeseries has a less defined packet of waves;
the spectrum has no peaks at any periods of interest. This event does not include tsunami M1 at
all, which is the stronger of the two tsunami resonance modes. It also splits some of the periods

of interest into two EOF modes that ideally belong in one.

Event 39 starts at about 0000 UTC on day 256 of 2010 and ends at about 1600 |Figure D.3].
M1 index increases in magnitude after 0600 UTC and drops after 1600 UTC, while the M2 index
is large between 0800 UTC and 1200 UTC. Peaks in the M1 and M2 band spectral amplitudes
at periods of interest occur at 0900 UTC and 0300 UTC, respectively. The line spectrograms in-
dicates that there are strong peaks at 38 min for M1 and 35 min for M2 in addition to peaks at
the expected periods. The radial velocity timeseries shows strong currents on the northern half of
the bank between 0500 UTC and 0900 UTC and strong currents on the north and south parts
separately from 1000 UTC to 1400 UTC. The currents for the latter are confined to the east-

ern edge of the bank. The EOF 1 map has one antinode on the northeast part of the bank, and

202



the timeseries has a packet of oscillations with periods of 17 min, 25 min, and 45 min arriving

at 0500 UTC and lasting until 1400 UTC. The EOF 2 map has two antinodes on the northeast
and southeast parts of the bank; the timeseries has less packet-like structure but many peaks

in the spectrum, including at 22 min, 24 min, and 39 min to 42 min. This event, like those de-
scribed above, does not seem to be an excitation of the tsunami modes found in the 2011 Tohoku

tsunami because it lacks the alignment of EOF modes and spectral periods.

While the five S1-T1-E1 events share many characteristics with the 2011 Tohoku tsunami, none
of them are convincingly a meteotsunami. In general, while all of the elements are there, they are
not put together in a way that indicates resonance of the seismic tsunami modes and thus a possi-

ble meteotsunami. What about events that share only two of the classifications with the tsunami?

There are three types of partial match events: those that match in spectra and timeseries (S1-
T1), those that match in spectra and EOF (S1-E1), and those that match in timeseries and EOF

(T1-E1). There were five of the first case, two of the second case, and four of the third case.

Events 14, 18, 33, 41, and 73 were S1-T1 events. They had the mode spectral peak at the cor-
rect frequencies and had packets of oscillations in their timeseries. However, they all had spec-
tral peaks at other frequencies as well, and, in many cases, the magnitudes of other peaks were
stronger than those at the expected frequencies. The EOFs had different forms, as these were not
E1 events, but even then the packets of oscillations in the EOF timeseries did not have the appro-

priate frequencies.

Events 27 and 70 were S1-E1 events. They had the mode spectral peak at the correct frequen-
cies and had the correct spatial patterns in their EOFs. However, like the S1-T1 events described
above, they all had spectral peaks (in many cases very strong ones) at other frequencies. The
EOFs did have the correct spatial pattern, but the associated timeseries shows spikes rather than
true oscillations, and the spectra of those EOF timeseries did not have peaks at the correct fre-

quencies.

Events 11, 20, 21, 30, and 43 were T1-E1 events. They had packets of oscillations in their time-

series and had the correct spatial patterns in their EOFs. The EOF spatial maps had the correct
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pattern type, and the associated timeseries were usually packets, though some represented spikes.
The EOF timeseries spectra did not have strong peaks at the expected frequencies or indeed at

any one frequency at all, but rather they had fairly equal peaks at several frequencies.
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Figure D.1: Event 10: (a and b) the M1 and M2 indices; (¢ and d) band spectral amplitudes for
M1 and M2;, (e and f) line spectrograms for M1 and M2; (g and h) radial velocity timeseries in
range and azimuth; (i) spectrum of radial velocity averaged over Penguin Bank; (j, k, and 1) EOF
1, EOF 2, and EOF 3 maps; (m, n, and o) EOF 1, EOF 2, and EOF 3 timeseries; and (p, ¢, and

r) EOF 1, EOF 2, and EOF 3 spectra.
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Figure D.2: Event 36: (a and b) the M1 and M2 indices; (¢ and d) band spectral amplitudes for
M1 and M2;, (e and f) line spectrograms for M1 and M2; (g and h) radial velocity timeseries in
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Figure D.3: Event 39: (a and b) the M1 and M2 indices; (c and d) band spectral amplitudes for
M1 and M2;, (e and f) line spectrograms for M1 and M2; (g and h) radial velocity timeseries in
range and azimuth; (i) spectrum of radial velocity averaged over Penguin Bank; (j, k, and 1) EOF
1, EOF 2, and EOF 3 maps; (m, n, and o) EOF 1, EOF 2, and EOF 3 timeseries; and (p, ¢, and
r) EOF 1, EOF 2, and EOF 3 spectra.
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Table D.1: Classification of possible resonance mode excitation events with date, modes detected
by (M), the spectral type (S), the velocity type (V), and the EOF type (E).

Event Date M S V E | Event Date M S V E
0 2009-07-13 B S4 T2 E6 | 38 2010-09-11 2 S2 T1 E3
1 2009-07-15 1 S3 T2 E5 | 39 2010-09-13 1 S1 T1 E1
2 2009-07-23 1 S3 T2 EG6 | 40 2010-09-13 2 S1 T1 E1
3 2009-07-25 2 S3 T1 E6 | 41 2010-09-15 1 S1 T1 E3
4 2009-07-27 2 S3 T1 E5 | 42 2010-10-04 2 S2 T3 E1
5 2009-07-30 2 S1 T1 E6 |43 2010-10-26 B S2 T1 El
6 2009-08-02 B S4 T2 E5 | 44 2010-11-22 1 S2 T3 E3
7 2009-08-03 2 S1 T1 E6 |45 2010-11-23 B S2 T2 E3
8 2009-08-11 B S2 T1 E2 | 46 2010-12-11 B S2 T2 E1
9 2009-08-19 2 S3 T1 E2 |47 2010-12-12 B S3 T1 E4
10 2009-09-27 B S1 T1 EI1 |48 2011-01-12 1 S2 T2 E6
11 2009-09-28 B S2 T1 EI1 |49 2011-01-13 B S2 T2 E6
12 2009-10-02 1 S2 T1 E3 |50 2011-01-14 B S4 T2 E6
13 2009-10-03 B S3 T1 E2 |51 2011-02-09 B S4 T2 E6
14 2009-10-13 B S1 T1 E3 |52 2011-03-11 B S1 T1 E1
15 2009-10-17 1 S3 T1 E5 | 53 2011-03-22 2 S2 T1 E3
16 2009-10-18 B S2 T1 E2 | 54 2011-06-19 B S4 T1 E6
17 2009-10-19 1 S2 T1 E2 | 55 2011-06-20 B S4 T2 E6
18 2009-10-20 1 S1 T1 E3| 56 2011-06-22 1 S4 T2 E6
19 2009-10-29 3 S4 T2 E6 | 57 2011-06-24 B S3 T2 E6
20 2009-12-01 1 S2 T1 EI1 |58 2011-06-25 B S3 T1 E6
21 2009-12-02 B S2 T1 E1 |59 2011-07-06 1 S3 T1 E6
22 2010-01-02 B S4 T2 E2 |60 2011-07-07 1 S3 T2 E5
23 2010-01-07 B S2 T2 E2 |61 2011-07-12 B S4 T2 E6
24 2010-01-12 2 S2 T3 E1 | 62 2011-07-18 1 S4 T2 E6
25 2010-01-30 B S4 T2 E6 | 63 2011-07-28 B S3 T2 E5
26 2010-02-16 2 S1 T2 EG6 | 64 2011-08-04 B S4 T2 E6
27 2010-02-28 B S1 T2 EI1 |65 2011-08-05 1 S2 T2 E5
28 2010-04-01 B S2 T1 E3 | 66 2011-08-09 B S2 T2 E6
29 2010-05-11 2 S2 T3 E1 |67 2011-08-15 B S2 T2 E5
30 2010-05-25 2 S2 T1 E1 |68 2011-08-21 2 S4 T2 E6
31 2010-06-01 2 S2 T1 E4 |69 2011-09-01 B S2 T2 E6
32 2010-06-02 2 S2 T2 E4 |70 2011-10-12 B S1 T2 E1
33 2010-06-03 1 S1 T1 E4 |71 2011-11-26 1 S3 T2 E6
34 2010-06-04 B S1 T1 E1 |72 2011-11-27 1 S3 T2 E6
35 2010-07-24 2 S3 T1 E4 |73 2011-12-04 2 S1 T1 E2
36 2010-07-28 2 S1 T1 E1 |74 2011-12-05 B S2 T1 E4
37 2010-07-28 1 S2 T1 E4 |75 2011-12-09 B S4 T1 E2
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Appendix E

Least-squares method for velocity shear

The observed wave frequency wgps has been taken from the wave reanalysis.

The velocities derived by least-squares methods from the primary swell peaks [all rows but the
bottom of Figures E.1, E.2, E.3| vary greatly from 0 to 1000 m/s. A majority of tiles for all days
and bands have magnitudes <20 m/s, but that is still unrealistically large. Additionally, many of
the tiles with very large magnitudes are adjacent to tiles with small magnitudes, meaning current
strength appears to jump rapidly and at random. Shifting focus to current directions shows that,
while currents are primarily northwest or southeast in orientation, the current can rapidly reverse
direction such as on day 279 in all bands or may appear to be pointing in a different direction for
every tile, such as in the L-band image on day 282. Currents derived from the secondary swell

peaks are just as bad if not worse.

Condition numbers for using only 1 k are frequently as large as O 10%°.
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Figure E.1: Currents derived using least-squares method with only (top) the primary swell peaks
and (bottom) the secondary swell peaks for (left) L-band, (middle) C-band, and (right) X-band
images on day 279.
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Figure E.2: Currents derived using least-squares method with only (top) the primary swell peaks
and (bottom) the secondary swell peaks for (left) L-band and (right) C-band images on day 280.
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swell peaks for (left) L-band and (right) X-band images on day 282.
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Figure E.4: Magnitudes (color) and vectors (arrows) for velocities derived using primary swell
and secondary swell peaks by the least-squares method but with the wyps from the reanalysis for
(left) L-band, (middle) C-band, and (right) X-band images for day 279. The estimate of wgps is
not very fitting, which adds a large-magnitude background current to the velocity changes found
in the main text that makes the details impossible to discern. Compare with Figure 9.25.
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Figure E.5: The currents derived using least-squares method with only (top) primary swell peaks
and (bottom) secondary swell peaks but using the wyps from the reanalysis for (left) L-band and

(right) C-band images on day 280. Compare with Figure 9.26, which uses the mean k of each
peak to derive an wyps.
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Figure E.6: The currents derived using least-squares method with only (top) the short-wave pri-
mary swell peak, (middle row) the long-wave primary swell peaks, and (bottom) the secondary
swell peaks but using the wgps from the reanalysis for (left) L-band and (right) X-band images on
day 282. Compare with Figure 9.27, which uses the mean k of each peak to derive an weps.
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